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To my brother and sisters. This one you can read.
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Much of the material in this book is an accumulation of what I have learned throughout a long career of studying categories. As a result, any wisdom found here is in part due to the many teachers, collaborators, and students who have worked with me during that time.

For this particular project, I owe a special debt of thanks to my friend Paul Bloom, who read over the entire book and provided very helpful comments throughout. He greatly improved many aspects of this work, and I’m very grateful for his contributions. My colleagues Eric Knowles and Joseph Dunsmoor each provided very helpful comments on a chapter, as well as suggestions for new material. The reviewers for the MIT Press caught some problems and provided suggestions for structural changes that helped me to address a problem that I had not previously solved. My thanks to all of these readers. Of course, I take responsibility for any errors that remain.

Readers may recognize the book’s title as an allusion to the classic by Lakoff and Johnson (1980), Metaphors We Live By. As it turns out, I don’t think we live by metaphors, at least in the way that Lakoff and Johnson suggested (see Murphy, 1996), but I do think that we live by categories, as I hope to convince the reader in what follows.





I Basics of Categories




Our investigation into categories is divided into two parts. Part I, comprising chapters 1–4, considers the general character of categories: where they come from, how they’re related to the world and society, and their connection to language. Part II, comprising chapters 5–12, considers case studies, showing how those general issues play out in specific examples, which are often surprisingly complex.

I have kept references in part I to a minimum. The material presented consists mostly of well-established facts and arguments that are found widely in the philosophical and scientific literature. If readers would like to know more about the scientific evidence, a good source is (ahem) the first three chapters of Murphy (2002), but they are much longer and can get technical. I do cite specific experiments and theories, and readers can find full references at the end of this book.





1 Introduction


If you were born before 1960, it is very likely that the first words you ever heard put you into a category: “It’s a boy!” or “You have a healthy girl, Mrs. Smith.” (In those days, parents didn’t know the sex of a baby before it made its first appearance.) Sad to say, the first thing said about you wasn’t about your bright prospects, your sparkling personality, your unique heritage, or even your wonderful ability to kick and cry. Instead, you were categorized and from then on treated as a member of that category.

For some children born in the twenty-first century, that categorization happens even earlier. Because of the wonders of ultrasound, most American parents learn their child’s sex during pregnancy, perhaps via an explosion of blue or pink confetti during a (misnamed) “gender reveal party.” Yes, now they don’t even wait for your birth to categorize you—they’re categorizing you six months before you’re even born!

Of course, people are categorized all the time. Walking down the street, we see and think of people as boys, women, police officers, elderly Black men, hipsters, Chinese people, Orthodox Jews, street musicians, or high school students. We categorize people we know as alcoholics, introverts, rich people, obsessives, grandparents, doctors, and so on.

This is not simply a testament to the human desire to classify other people. We do the same thing with objects we encounter every day, categorizing them as BMWs, sippy cups, fireplugs, lawns, poodles, or forks. Like people and objects, events are classified into groups too, such as parties, production meetings, arguments, going to the movies, wars, and giving birth.

This book is not about parties or sippy cups or boys; it is about the human need to classify. Although every object, person, and event is unique, with its own history, composition, and set of properties, we nonetheless group things into categories that ignore those unique aspects, and then we think about them in terms of properties that they share—or that we think they share. Every party is different, but we use the word party to describe all of them. It is a bit strange that a crowded gathering in a loud, dark hall filled with people dancing to thunderous music gets the same name as a small group of people sitting in an all-white decorated apartment, clutching cocktails and awkwardly trying to make conversation, with no music and long silences. Yet both are parties.

Why do we do this? And where do these categories come from? The categories that we use over and over seem to have a reality that cannot be questioned. There are really doctors and lawyers, of course. Some trees are really oaks, and others are really maples.

Attending a party is not the same as attending a movie. But we could have used other categories, such as classifying people by their age, by their height, or by their income, rather than dividing them into doctors and lawyers. Parties and movies both involve groups of people engaged in activities that they hope will be enjoyable. If we had wanted, we could have made a category including both of them instead of separating them. And although botanists certainly distinguish maples and oaks, many people group them into a single category like “tall, leafed trees.” Others divide up trees according to their functions in landscaping, like specimen trees or ornamentals.

Such examples inevitably raise the question of whether categories are real or made up, or perhaps make us ask which are real and which are made up. Where do categories come from? If they come from us—our heads or our societies—then they do not seem entirely real; rather, they are constructions. If they come from the world itself, then they must be real. It seems pretty obvious that dividing trees into categories like ornamental, shade tree, fast-growing tree, or specimen tree is a human construction. But shade trees are alike in some ways, and they serve similar purposes in landscaping. Is this really not a real category? And if we doubt that, then perhaps we should doubt other categories, like oaks, which play a role in our biological theories. After all, those theories are also human constructions.

Does someone decide which categories are real and which are not? If you call a palm tree a “tree,” is there an expert who can tell you that it isn’t actually a tree (as some people think)? If so, who gave that expert the authority to decide our categories? If I keep calling a palm a “tree,” what harm am I doing?

This book tries to answer these questions. They are important because, to paraphrase Sigmund Freud, categories are destiny. If you are categorized as a boy in our society, you will likely do a number of things, and a number of things will likely happen to you that are different than if you are categorized as a girl. If something is a cat, it might be allowed to reside in your apartment, but if it is a dog, it might not be. If you are convicted of a felony, you are going to have a lot more problems than if you are convicted of a misdemeanor. Of course, felonies differ in many respects, from their details to their seriousness (e.g., passing bad checks versus mass murder), but we nonetheless group them together to decide your punishment, which prison you’ll go to, and whether you can vote afterwards (in many states). Your insurance company makes categories of accidents and disasters and determines whether it will reimburse you depending on whether your situation fits its categories. A burst pipe that ruins your basement might fall under a plumbing problem that is covered, while the same amount of water from rainfall is a flood that is not covered—even though the damage is identical in the two cases. If you have a virus that is causing cardiac problems, your health insurance might provide full coverage. But if the cardiac problems are coming from an inborn heart defect, they are a pre-existing condition that might not be covered. As a result of such consequences, people who get to make up these categories wield an enormous influence in our society.

If there are categories that exist independently in the world, then they may determine much of what happens to their members. An apple tree will grow apples, not oranges; a cat will meow rather than bark; a piece of granite is likely to be harder than a chunk of shale. For these natural things, categories may tell us a lot about the nature of the objects in them, and as such they are extremely useful.

Nowadays we are suspicious of categories, especially categories of people. Gender, ethnic, racial, and class categories are seen as a source of discrimination and inequity. If we saw each person as a unique individual, perhaps we wouldn’t have all the problems caused by racism, sexism, and all the other -isms that afflict society.

In spite of these problems, I will argue that we cannot get rid of categories in general. They simplify and distract us from individual identities, which can be bad, yet if we didn’t have them, we would find it impossible to navigate the world and deal with its incredible diversity. It is because we classify a unique object as a tomato that we know we can eat it. We don’t have to investigate the object and its unique properties or wait for the results from a lab test to tell us whether it is OK. Tomatoes are edible; knowing such things saves us hours of trouble in deciding, object by object, what we can eat. That said, categorical predictions like this cannot be absolute. A rotten tomato or one that has been in contact with ptomaine should be avoided. Relying on categories can save our lives (starving? eat the tomatoes!) or can lead to mortal errors (no, not that tomato!). Even person categories are extremely useful. When introduced to a friend of my nieces who is a finance major, I engaged her in a conversation about the stock market, which she knew all about. If they had introduced her as a dance major or a biology major, I would not have wasted both our time asking about stock valuations. Categories of people can help us adapt our behavior appropriately to that type of person and thereby smooth social encounters. Of course, such categories are not perfect and can lead to gaffes; we might be better off without some of them. But without any person categories, we would have a much harder time engaging with new people we meet.

Categories are so essential that we can’t count or calculate statistics without them. For example, how many are in your home right now? You are no doubt going to ask, “How many what?” Exactly! The only way that we can count things is to categorize them into countable units: how many dogs, books, people, parties, donors, salads? You could try to count the number of “things,” but good luck with that. Is each page of each book a thing? Each thread of your clothing? Each pile of stuff? Will you count the families and nationalities and professions of all the people you encounter? They are things. There is no way to know what to count without first stating the categories that you want to tally. Statistics that we read in the news are inevitably based on an initial categorization scheme: Americans between the ages of nineteen and twenty-five; ash trees in New England forests; accidents on interstate highways; people who registered as independent but who voted for Joe Biden for president; and so on.

Thus, categories are essential to many aspects of our lives, so it is important to understand their nature, where they come from, how we learn about them, and how to negotiate their complexities. This book is an introduction to these topics.


The Psychological Power of Categories

Categories sometimes have effects that they shouldn’t. One obvious case is prejudice—when you decide to like or dislike someone because you found out that she is Asian or White, or a Yalie or a member of the Chamber of Commerce. But even in dealing with simple objects, categories can have an effect beyond what they should. For example, I have a friend who dislikes “cheese.” I put “cheese” in quotes to indicate that he dislikes anything that is called cheese. The problem with this is that cheeses are incredibly diverse. There are hard, nutty ones like Emmental; sharp ones like aged cheddar; tasteless ones like American cheese; soft, sweet ones like ricotta or mascarpone; ultrarich ones like triple-cream Camembert; ones that taste like milk, such as mozzarella; and so on. Some cheeses come from cows, but others come from goats or sheep (or even soy), and those have different textures and flavors. People who say, “I don’t like cheese” for some reason hate all these things: hard and soft, sharp and mild, creamy and nutty and funky—they hate them all. I don’t believe it.

If you told me that you don’t like sharp cheeses, I would believe you. If you said that you don’t like the texture of very soft cheeses, I would pity you, but I would believe you. But if you say that you don’t like any cheese, I don’t believe you because cheeses simply don’t taste, look, or feel the same. What my friend dislikes is something being called “cheese.” I’m sure that he had a bad cheese experience in childhood. He ate something he didn’t like and learned that “cheese” is bad. With that negative attitude, he quickly rejected anything else called “cheese” (and very likely did not have a wide experience with cheeses anyway), reinforcing his belief that “cheese” is bad. As a result, this friend, who is in other respects normal, cannot bear to eat anything that he believes is called “cheese.” He actually thinks that there is some flavor or property of cheese that makes it taste bad to him. But that is not the case: cheeses don’t share a particular texture or flavor or source. He hates the category, not the actual stuff.

I think we know other people who have such dislikes. Once they’ve identified something as country music or the color yellow or a dog or a chick flick or whatever, they immediately reject it. Others have categorical likes: all French food, every single Bruce Springsteen song, or Ford vehicles. Of course, some Fords are good, but some are gas-guzzlers that are unsafe or unfun to drive. This is not to say that these categories are always unhelpful. If you liked Springsteen’s last few albums, it may make sense to buy his new album without hearing it first. However, if the album has a few losers on it, the true fan may refuse to recognize this. In contrast, the Springsteen-hater may dislike every song on that album, even if she would have liked a couple if she didn’t know that Springsteen had written them. Categories are helpful in allowing us to select and attend to things that we generally like or dislike. They help us decide which movie to go to, which person to date, which car to buy, and so on. On the other hand, faith in your feelings about a category can be overblown to the point that it obscures the values of individual members.

The other side of categories’ ability to influence our attitudes towards an object is their ability to explain things. Suppose that Stephanie tells Anna that Fred keeps chasing her cat around. “Why?” Anna asks. “Fred is my new dog,” Stephanie replies. This seems to explain it. Stephanie doesn’t have to go into any more detail about Fred, his personality, his early experiences and training, and so on. Merely by categorizing him as a dog, she has provided an explanation of Fred’s behavior: Dogs chase cats, after all. Fred chases this cat because he’s a dog. Now, this may well be true, but in other cases, the explanatory power of categories may be illusory.

Imagine the following exchange:

Anna: Why does Todd go on and on about taxing millionaires?

Stephanie: He’s a real liberal, you know.

Anna: Oh, I didn’t know.

The conversation could end here because Anna may well feel that by categorizing Todd as a liberal, she has now accounted for his behavior. But the parallel with the cat-chasing dog is not so clear. Does Todd talk on and on about this because he’s a liberal? Or do we call him a liberal because of his feelings about taxation? Is being liberal a real category that can make you do things, the way being a dog makes Fred do things, or is it just our own description of someone’s beliefs? Political liberals are a meaningful category (in my opinion), but it’s not clear that they have the force of categories like those from biology or physics. Granite is hard because it’s granite—it’s an inherent property—whereas it’s difficult to say that Todd is a liberal first, and as a consequence, he wants to tax millionaires. Rather, we call him a liberal because of his beliefs.

This doesn’t mean that there’s a problem with categories like liberal, but it does point out that different categories have different powers, although people may not discriminate among them very well.



Definition

If you’re going to write a book about categories, people expect you to define exactly what you’re writing about. As the next chapters will make clear, this may not be doable, but I will give a rough answer. One popular definition is that a category is something that groups together different entities that are treated as being the same thing, for at least some purposes. In most categories (and the most interesting ones), you can tell that the members are not identical, and yet you treat them as identical. You can clearly tell that a dachshund is not the same as a greyhound, but you call them both “dog,” feed them both dog food, take them both to the vet rather than to your doctor, and so on. You also probably think that they have the same kind of liver and the same blood chemistry. If your dachshund were sickened by eating some food, you would keep your greyhound away from that food too. The fact that you can see that objects are different and yet you treat them as similar is what makes categories interesting, and powerful.

Why do you treat category members as the same thing (for some purposes)? Generally, it’s because they have some properties in common. It would be absurd to take a random group of entities and treat them equivalently. Dogs can be treated as the same thing because of their similar body shapes and parts, behaviors, and biology. A dog, two trees, a wedding, a door hinge, and a song would not be treated as equivalent because they have nothing in common. There is nothing to stop you from claiming that they are all in the same category and calling them “snookles,” say. But “snookles” is not going to catch on as a category because its members do not share important properties, and therefore it would not be of use.

Now there is a problem with this definition of “category,” which is that it is too broad. It allows us to put in a category any items that share any commonality. So, my sweater and my hair might both be brown, so we can say that they are both in the category of brown things. They are equivalent in the sense that I call both of them “brown.” However, the category of brown things is not very interesting. When you know that something is in that category, you know exactly one thing about it—its color. There’s nothing else to be known. Maybe the brown thing is alive or maybe it’s inanimate; maybe it’s microscopic or maybe it’s as big as a planet; maybe it moos or maybe it sings or maybe it is silent. The category doesn’t tell you any of those things. These single-criterion categories are kind of degenerate. Yes, items that share the criterion (brownness, being three inches long, taking at least half an hour, or whatever) are equivalent, but only in the one property that defines the category. Indeed, you can define trivial categories that only have one ridiculous feature in common, like things that you have touched in the last forty-nine seconds, or objects that are exactly fifteen miles from Cincinnati. Those are not categories that people form, because they are not useful.

Real categories that we use are usually rich and informative. When you know that something is a dog, you are pretty sure that it has four legs, that it barks, that it lives with or around humans, that it has a four-chambered heart, and on and on. That is a category. It is this informativeness that makes categories useful to us. So, over the course of this book, when I talk about categories, I’m only talking about rich categories that carry a lot of information, like the examples at the beginning of the chapter: party, sippy cup, boy, and so on. Single-criterion categories may technically be categories, but they are not particularly interesting, and there is little to be said about them.



Overview

The questions facing us, then, are: What is the nature of categories? Are they real? Do they exist in nature, or are they made up by people? Does our language determine what categories we have? What are the effects of using categories? Over the next chapters, I will outline the various factors that determine our categories. As you will see, like almost everything in human thought, there is no beautiful, consistent set of principles. Instead, there are warring factors that battle with one another in our thinking about categories.

Sometimes we think of categories as being determined by rules, sometimes by loose commonalities, and sometimes by deep underlying physical properties. Indeed, as we’ll see, even the same category may be thought of in these different ways at different times.

Categories are very useful, and even necessary to our interactions with the world. Nonetheless, we should be critical of our categories, aware of their shortcomings even as we use them. But to be critical, we have to understand where they came from and their nature, both in the world and in our minds. That is especially true of person categories, like race and age groups, but the problems with those categories often can also be found in more mundane categories that don’t raise the same social issues.

Another theme of the book is that a lot of people are trying to tell us what our categories are, or what they should be: legal authorities, scientists, teachers, large corporations, your spouse, know-it-alls on Twitter, and so on. Do you have to listen to them? That would be annoying! To understand the interplay between expert opinion and layperson categories, we will need to learn more about where categories come from and how we think with and about them. So, let’s start that now.






2 The Classical Tradition


Many discussions of categories start with Aristotle, who wrote a whole book about them, but evidence of categories in human thought can be found much earlier. All human records refer to categories. Even the first Sumerian records used symbols to refer to goats or other agricultural products. Thus, the Sumerians treated all goats as equivalent for the purposes of their accounting—that is, they made a category in which every goat could be represented by the same symbol. Human language relies on words that identify categories. When we use the word boat to refer to any boat, we’re classifying all those thousands of things together, regardless of their differences. So any human culture that had language must have had categories. Indeed, even though we don’t have records of prehistoric cultures, I find it hard to believe that those primitive peoples didn’t recognize antelopes as being the same kind of thing that could be hunted and eaten in the same way. When they carved up their hundredth antelope, they expected to find its liver in the same place as in antelopes 1 to 99—because they’re all antelopes.

The main question that Aristotle and others had about categories was what determined which things are in a given category and which are not. One popular answer is that things that have the same essence fall into the same category. The essence is an underlying cause that determines an object’s properties. Every penguin has the penguin essence that makes it be a penguin instead of something else. This answer was particularly popular in biology for centuries (Mayr, 1982). The essence itself is generally not seen, but it serves to somehow generate the features that we all see, such as the penguin’s shape, wings, digestive tract, and other characteristics. The essence is passed from parent to offspring, ensuring that baby penguins also have that penguin shape, that oak saplings eventually produce acorns that grow into oaks, and so on.

Nowadays we can identify the essence as perhaps being a genetic code, though in earlier centuries, people had little idea what it was. Perhaps the essence of the penguin is a tiny penguin that is transmitted through sperm or eggs, thereby making a full-size penguin as the fertilized egg develops. For the moment, it doesn’t matter to our discussion exactly what the essence is.

That answer doesn’t work as well for other kinds of categories. Is there an essence of dining room tables that makes them be the way they are? Or did people just decide to make them that way? Is there an essence of parties? Surely parties share a number of properties, but there isn’t an underlying cause that makes them have those properties. Some categories of people might have essences (see chapter 10), but many don’t. For example, do all bachelors have an essence? All students? All security guards? It seems that circumstances of various kinds might determine which of these categories you are in, and those circumstances, unlike an essence, can come and go quickly.

A broader answer is that something fits in a category—even one that doesn’t plausibly have an essence—because it adheres to that category’s rule or definition. You probably learned about definitions in fifth grade or so. If your teacher was like mine, she would ask someone to define a word like dog. Some poor sap would provide helpful information like, “I have a dog!” No, that is not a definition. “Dogs have four legs!” OK, Susie, but is everything that has four legs a dog? What about a cow? It has four legs, but is a cow a dog? Sheepishly, Susie would admit that a cow is not a dog. The class would make further attempts to come up with the defining features of dogs, which the teacher would eventually agree with.

What your teacher was painfully trying to extract from you and your fellow students was a set of properties that is unique to dogs so you could mark the category’s limits. A definition is usually said to contain properties that have two criteria:


	They are necessary.

	They are jointly sufficient.



The first criterion, necessity, means that everything in the category has to have the properties in question. If having four legs is part of our definition of dog, then all dogs must have four legs. A bachelor is an unmarried adult male. Therefore, all bachelors have to be unmarried, if the definition is correct. This part of definitions is pretty straightforward.

The second criterion, sufficiency, means that the parts of the definition, taken together, ensure that a thing is in the category. So if I have all the parts of the definition of bachelorhood—adult (check), unmarried (check), and male (check)—then I must be a bachelor. Note that a thing must have all the properties (jointly sufficient), because just having one of them doesn’t mean you’re in the category. Someone who is male is not necessarily a bachelor.

These two criteria are not the same. Logically, they can be thought of as two complementary “if-then” statements:


	Necessity: If it’s in the category, it has the features.

	Sufficiency: If it has the features, it’s in the category.



In this way, the definition is in many ways equivalent to the category. When you know the category of something, you know that it has the features in the definition. When you know that something has those features, you know that it’s in the category. So, conceptually, the category is basically just the features of the definition.

Of course, objects have many other features too. Some dogs weigh 10 pounds, and others weigh 100 pounds. But how much something weighs is not part of being a dog, so there is no connection between category membership and this feature. It isn’t part of doghood because it’s not part of the definition.

Your fifth-grade teacher probably told you that words could be defined, and this determined whether you were using the word correctly. To find the correct definition, you would look the word up in the dictionary. However, one poorly kept secret of dictionaries is that many of their entries are not definitions; in fact, they are descriptions that tell you things you probably want to know about the word. For example, my dictionary tells me that a horse is any of a number of large, strong animals (Equus caballus) with four legs, solid hooves, and a flowing mane and tail. We’ll talk shortly about the validity of definitions in general, but I think we can agree that horses don’t have to be strong or particularly large. A weak, dying horse is still a horse (for the moment), so placing “strong” in the definition is not really defining what horses are, but rather is telling us the properties that we typically expect to find in horses. A miniature horse colt is not large, but it is still a horse. So “large” is also not really part of the definition; it’s just helpful information to know. This is normal for most dictionary definitions. Similarly, my dictionary describes muffin as a quick bread (plus various details) “that is often eaten hot.” The use of the word “often” already tips us off that this is not a defining feature. If muffins are only “often” eaten hot, then this property is not necessary for muffins, so it is not part of its definition.

The simplest way to describe this situation is to say that dictionary definitions are not true definitions. However, the problems with dictionary definitions are in fact problems with definitions as a whole. That is, features seem to sneak in that shouldn’t be there, and the features mentioned are often not sufficient. We’ll come back to this important point later.

Aristotle’s writing on categories (helpfully titled Categories) argued that categories are determined by their essence or definition (Apostle, 1980). He also described one implication of his view, which turned out to be important for the next few millennia: “Each substance [i.e., category], as such, is not said to admit of variation of degree. For example, if that substance is a man, he cannot be more of a man or less of a man, whether he is compared with himself or with another man” (6). That is, all members of a category share the essence/definition, so they are all equal in their category membership. (Of course, we do say things like, “Donald is not much of a man,” but here we are talking about stereotypical properties associated with being a man, such as bravery, not whether Donald has less of the definition than other men.)

There is another implication of this definitional view, which is that items are either in or out of the category. You either have the essence and fit the definition or you do not—there are no half measures. Now, it isn’t clear to me that this is a necessary consequence of this approach—maybe you could have 86% of the essence and be “sort of” a member of the category. But Aristotle lays down the law here. “A triangle or a square is not thought to admit of variation of degree, nor is any other shape; for things which admit the definition of a triangle or of a circle are all alike triangles and circles, respectively, but things which do not admit that definition cannot be [truly] said to differ in degree [as triangles and circles]” (Apostle, 1980, 19; insertions are the editor’s). Thus, a three-sided, connected figure with curved edges is not a triangle, which requires straight edges. Neither is it a “kind of a triangle” or “more or less a triangle.” It just isn’t a triangle. Although people might speak loosely about triangles, in reality, something either is or isn’t one. Aristotle applies this notion, which seems reasonable for formally described geometric figures, to categories at large, like oaks, sidewalks, and orthodontists.

The definitional view of categories is often called the classical view in psychology and philosophy as a nod to its Aristotelian origins. However, this understanding of categories is not confined to ancient philosophers. Indeed, it is the general understanding of the layperson. If you stop people on the street (which I don’t recommend) and ask them what determines whether something is a dog or a chair, they’ll provide features that they think define these categories. “Anything with four legs and a seat is a chair,” they might say. These definitions might not be completely correct, but their general assumption is that there is some definition that can be produced if you think about it enough. In fact, researchers have shown that when people are taught categories that don’t have a definition, at the end of the experiment, they claim that there is one and will often state what they think it is. What they say is wrong—and inconsistent with their own classifications—but this seems to reflect their intuitive belief that there was something that determined what is in and out of the category (i.e., there must be some kind of rule). Therefore, they do their best to describe that rule, even if they haven’t really been following it (Brooks, Squire-Graydon, & Wood, 2007).

If we deny that categories can be defined, we might start to feel queasy. After all, if there isn’t a definition that can tell us exactly what is a dog and one that can tell us what is a cat, then how are we to know what categories things are in? And if we don’t know that, then we’re going to be in bad trouble when trying to give people instructions about what to do with dogs and cats. If there’s no rule to say what is a chair and what isn’t, does that mean that anything can be a chair?? That way lies madness, and worse, utter relativism. Without a definition to tell us what is and isn’t a chair, what is to stop me from saying that I’m a chair, and so is my dog?

We’ll return to this question later. The good news is that if there aren’t definitions for categories, this doesn’t mean that anything is permitted.


Wittgenstein

Within philosophy, the major critic of the classical view was the philosopher Ludwig Wittgenstein (1953), in section 66 of his Philosophical Investigations. He suggested that people consider the category of games: “I mean board-games, card-games, ball-games, Olympic games, and so on. What is common to them all?—Don’t say: ‘There must be something common, or they would not be called “games”’—but look and see whether there is anything common to all.—For if you look at them you will not see something that is common to all, but similarities, relationships, and a whole series of them at that.”

This series of statements set up a seismic shift in our thinking about categories. At first, people argued over whether there was in fact a definition that applies to all games. The answers were not very convincing, and it quickly became apparent that people did not always agree on what is a game. Wittgenstein gave the example of a child throwing a ball against a wall. I don’t think that’s a game, but apparently Wittgenstein did. This disagreement provides further doubt about whether there is a definition of the category of games. If Wittgenstein and I don’t agree on what is a game, we clearly don’t have the same definition, and possibly neither of us has a definition at all.

Wittgenstein immediately provided a different way of thinking about categories, family resemblance. He pointed out that members of a family might resemble one another, but that doesn’t mean that they all have a particular feature. Most might have a Roman nose, but a couple of members might not. They generally have dark hair, but a couple of the members have golden brown hair. They are average in height, except for the tall one. Thus, the family members might genuinely resemble one another without there being some feature that they all have in common. So it is with games: Most involve opponents, but not all do (e.g., solitaire); most are fun, but you can certainly play a game without it being fun; a large number, but by no means all, involve boards and pieces. In teaching people about games, you probably wouldn’t try to give them a definition; instead you would point to some examples: chess, poker, football, and tennis are all games. With enough examples, the learner would figure out what is a game and what isn’t, but the learner wouldn’t necessarily have a definition of games.

One result of Wittgenstein’s argument was that a cottage industry arose. with people attempting to find necessary and sufficient features for different categories. Some of these people were philosophers who worked at finding just the right definition for a few categories. Others were psychologists who asked test subjects (usually college students) what the features of different categories were.

It must be said that when ordinary people provided features, they were pretty obviously not defining. For example, for dogs, they would say that dogs have four legs, have fur, bark, and so on. But are these truly necessary features? Some dogs sadly lose one or more of their legs. Others might be born without a leg. Some dogs are essentially hairless or become hairless through an illness or accident. I knew a dog that lost its bark. It didn’t seem to know that it had lost its bark, and so it continued to open its mouth and expel air. Frankly, this was a great improvement, and no one thought that the dog was no longer a dog. It was just a dog with no bark. Perhaps you’re thinking, “Well, at least it originally had a bark, so it did fit the definition at birth.” Yes, but it doesn’t now, and we still have to classify it. Furthermore, consider the case of the Basenji, sometimes called “the barkless dog,” which makes a kind of yodeling sound. It apparently never barks.

It is instructive to try to think of definitions of common categories like chairs, parties, teachers, or trees. (By “it is instructive,” I mean that you should try to do it now.) A general observation is that it is often possible to find necessary features, but they are usually not sufficient. For example, you might say that all dogs should be animate and breathe; so these are necessary features. This seems true, but these features by no means define dogs, as many other living things also have those properties. Therefore, they are not sufficient for determining that something is a dog. You might think that all tables have legs (I’m not so sure), but clearly other things have legs too. If you make an entire list of features that you think tables have (legs, flat top, rectangular, made of wood), it’s less likely that something that is not a table has all of them. But now that list is not likely to be necessary: Not all tables are made of wood or are rectangular.

The problem is that necessity and sufficiency are in tension with each other. As you make the list of properties longer and longer, it’s more likely to be sufficient but less likely to be necessary. Forming a list of features that are both necessary and sufficient is usually impossible.

Now, there are some tricks that one can try to play to outwit Professor Wittgenstein, but they are not very convincing. One is to say that all dogs can be called dog: there is your necessary and sufficient feature! This is a completely circular endeavor, in which the question of why some things are called dogs is “explained” by the fact that they are called dogs, but you have not explained why they are all called this. No one will buy this argument. Similarly, you could try to use features like “canine.” All and only dogs are canine, so now we have a definition! However, this is also circular, since the word canine essentially means being a kind of dog. You have not explained something by replacing a word with its synonym. Furthermore, there are no such helpful synonyms for chair and party.

One interesting implication of this view of categories has been a change in the field of philosophy far beyond the parts that deal with categories. One traditional task of philosophers has been to provide conceptual analysis; namely, to tell us what the necessary and sufficient conditions are for important concepts like beauty, matter, truth, and morality. However, the history of philosophy is filled with a lack of agreement on these things. For some centuries, these disputes could be understood as signs of increasing understanding. That is, all the various aspects of beauty were being discussed over time, and even though thinkers did not quite agree on them, they were making progress in understanding just what is relevant to beauty. However, after a few centuries of intense argumentation, some philosophers began to get discouraged. If we haven’t yet figured out what the defining features of beauty are, what are the chances that future philosophers, who are not going to be much smarter than Plato, Kant, Santayana, and other renowned thinkers, will do it?

Eventually, one answer to this question came to be: There is no definition for beauty—or truth or morality. Just as every time you think you have a definition of chairs, someone says, “What about bean-bag chairs?” or “What about chairs made from newspapers, hanging from the ceiling?” When you think you have a definition of the concept of beauty, someone says, “What about Jackson Pollock’s paintings? They don’t meet your definition, but a lot of people think they’re beautiful.” As a result, many philosophers have decided that conceptual analysis of concepts should be given up, at least if this means providing necessary and sufficient conditions (see Margolis & Laurence, 2019). Now what philosophers are doing instead would take us too far beyond the topic of categories, but I can assure you that they are managing to keep busy. Nonetheless, it is an interesting implication of the failure of the classical view of categories that an entire field is questioning what it should be doing.



Destruction of the Classical World

If Wittgenstein and now many psychologists are right in saying that categories do not have definitions, many of the other things that we assumed about categories may not be correct either. For example, remember Aristotle’s argument that no man is any more or less a man than any other? After all, if you fit the definition of man, you’re a man, just like everyone else. But what if there’s no definition?

In fact, research has shown that people make all kinds of distinctions among category members. The psychologist Eleanor Rosch and her students did many studies of this in the 1970s (see Mervis & Rosch, 1981) and discovered that people think that some examples of furniture are better than others. The better examples are typical, and the worse examples are atypical. Here are some examples of furniture, listed from typical to atypical: chair, table, rocker, bureau, chest, chaise lounge, cabinet, lamp, hi-fi, rug, wastebasket, counter, refrigerator, telephone. (Keep in mind that these studies were done in the 1970s, so the items listed were sometimes different from the ones we have today.) Rosch and others asked people to rate how typical items were in various categories, and for each category they tested, there was a wide range of typicality. For example, for the category of fruit, apple, orange, and banana were very typical, tangelo, papaya, and fig were medium, and olive, pickle, and squash were atypical. Indeed, some people would say that the last three are not in fact fruit at all. Nonetheless, there is a wide agreement that robins are a typical bird and penguins are atypical, even among people who agree that both are birds. The items that are at the top of the typicality ratings are often called prototypical: an apple is a prototypical fruit.

A related result that Rosch found was that some items were “sort of” category members, contrary to our discussion about triangles. For example, some people might say that a brick is a weapon, but others would disagree. Some people think that a wastebasket is furniture, but others don’t. Some people think that a child’s scooter (the push kind) is a vehicle, but not everyone agrees. However, many people would say something like “A scooter is kind of a vehicle” or “A brick is sort of a weapon.” Such items are borderline category members.

This neither-here-nor-there quality of some things is found in two ways. First, as just mentioned, people disagree. Even people of the same age who speak the same language don’t necessarily agree on what is a weapon or a fruit. Sometimes the disagreement is very minor (e.g., McCloskey & Glucksberg (1978) reported that only 8% of people said that penguins are not birds), but there are items that are very close to 50%, where about half the population say that something is in a category and half say that it isn’t. For example, almost exactly half of tested people say that a heart attack is a disease or that an octopus is a fish. Want to start an argument with someone? Ask them whether a stove is a kitchen utensil or nursing is a science.

The second way is within people. That is, you disagree with yourself about some of these things. Huh? How could you disagree with yourself? Well, over time, for really borderline items, you remember and pay attention to different information about the item, and that difference might lead you to change your mind. For example, is a brick a weapon? On the first day you’re asked, you think about how a brick can be thrown at someone, so you say yes. But a few weeks later, perhaps you’ve done a construction project and now the use of bricks in walls is much more salient to you. Construction materials are not weapons, so you say no. Because brick is close to the border, slight differences in your thoughts can push it into or out of the category, so you can disagree with yourself on different occasions. Embarrassing!

An experiment by McCloskey and Glucksberg (1978) demonstrated this within-person phenomenon simply by asking people to classify a number of items two weeks apart. They discovered that typical items and clear nonitems were classified consistently. Everyone who says that a diamond is a precious stone on day 1 also says it is a precious stone on day 15; similarly, people agree that glass is not a precious stone on both days. However, people changed their answers for items that were in the middle, such as cultured pearls, agate, and gold. So the inconsistency was not simply that people arbitrarily changed their answers—they were inconsistent only for atypical items near the category border. For those items, they were inconsistent 22% of the time, which seems like a lot of times to disagree with yourself.

Earlier I mentioned that the thought of doing without definitions might make some feel queasy. Frankly, the queasiness is getting quite general now. First we find out that some things are better or worse category members than others, then we find out that we don’t know for sure whether some things are in a category or not, and then we discover that we don’t agree with ourselves, much less with others, about some category members. This does not sound good, frankly. If all this is true, why isn’t there chaos, with people wandering the streets babbling while children cry? We will answer that question shortly.



Hope from Science? Or the Courts?

It seems that philosophy has let us down. It has not found definitions for important concepts like moral acts or beauty, or even for everyday categories like chairs or games. Psychologists have only abetted their failure by showing that ordinary people do not follow definitions either. But perhaps we can look to science to save the day. Surely science will provide definitions, at least for scientific categories. We’re saved!

Well … maybe. It is remarkable how often definitions that one learned in high school science classes turn out to be incomplete in some way when one takes the advanced courses.

One famous example is the case of Pluto, which used to be a planet but then was kicked out of planethood. It became obvious during this debate that astronomers had no definition for what a planet is. It’s a useful category for talking about large objects in a solar system that orbit the sun, but there’s no particular dividing line between the things we call planets and smaller or less organized objects that also circle suns. You might think that there should be some rule to follow, like the circumference or mass of the object, which would make the question simple. But there isn’t (or wasn’t, as we will see shortly). As astronomers learned more about the solar system, they discovered a large number of objects about Pluto’s mass and size, and so it made more sense to think of them as large asteroids or, as eventually was decided, “dwarf planets.”

Other familiar scientific concepts can be surprisingly fuzzy. For example, the metallurgist Robert Pond (1987) once gave a talk about metals, starting by asking the audience what makes something a metal. They were not very successful in answering. He told the audience:

You really don’t know what a metal is. And there’s a big group of people who don’t know what a metal is. Do you know what we call them? Metallurgists! … We all know that a metal is an element that has metallic properties. So we start to enumerate all these properties: electrical conductivity, thermal conductivity, ductility, malleability, strength, high density. Then you say, how many of these properties does an element have to have to classify as a metal? And do you know what? We can’t get the metallurgists to agree … We really don’t know. So we just proceed along presuming that we are all talking about the same thing.

OK, maybe identifying things as metals is not as clear as it might be, but when you get down to individual elements, then we know just what is what because chemistry defines them for us. For example, cesium is an element with atomic number 55, and it can be defined by its atomic weight … only it has thirty-nine known isotopes that have different atomic weights. Oops!

Well, it turns out that elements probably do have a defining feature: namely, the number of protons in the nucleus, which determines their atomic number. My guess is that a proper definition can be written for defining the basic elements, although simply saying, “Cesium has 55 protons” will not be sufficient. If I managed to catch 55 protons and put them into an empty box, I would not have cesium. To make cesium, I also need a number of neutrons all stuck together with those 55 protons, but the number of neutrons can vary, within limits. (Elements obviously have electrons as well, but is that just a fact about the world or part of their definition? If it is the latter, then that has to be included as well.) I do not know enough chemistry to write all the conditions that would make something cesium, given this variation, but I suspect that it can be done. However, that definition will be significantly more complicated than just a number of protons. We will discuss natural categories like elements in more detail in chapter 3.

As a psychologist, I am naturally interested in the status of psychological categories. While writing this chapter, I was reading Lisa Feldman Barrett’s interesting 2018 book How Emotions Are Made. The thrust of that book is that researchers have assumed that emotions can be identified by necessary and sufficient features that are common across people. For example, perhaps facial expressions are unique to different emotions (as is often claimed). Or perhaps some physiological measurements will define each emotion: this one causes higher blood pressure, slight sweating, narrower pupils, etc. Unfortunately, there’s no such common physiological profile, nor are facial expressions definitive. More recently, there was an attempt to find brain regions that defined various emotions. Perhaps when the amygdala is active, people feel fear, but when some other area is active, they feel sorrow, and so on. Barrett argues that there are no such areas. Instead, she provides an account of emotion that is more like our family resemblance view, in which diverse cues from your body, your knowledge, and the situation all mix together to help you decide which emotion you are feeling. So, if Barrett’s conclusion holds, this is another failure of the idea of definitions in science.

If science doesn’t always provide definitions, then perhaps other human endeavors can make laws that define certain things in our society. For example, in baseball, we can define a strike as a pitched ball that is either swung on and missed, is hit foul, or passes over the plate but within the strike zone. (The definition is actually more complex because of things like foul tips, but let’s ignore them for the sake of argument.) So, here we do not have to deal with the messiness of nature or artifacts because we are making our own system, which will be built from definitions like this. In legal matters, we can also make rules, such as defining a theft as the removal of someone else’s property without permission and with the intention to keep or use it.

However, as any lawyer or baseball fan knows, these definitions turn out to be rather fuzzy in practice, even if the written rules themselves seem perfectly clear. For example, people disagree about exactly where the strike zone is (especially the upper limit, which has a complicated subdefinition) or whether a ball passed through it in a given case. A ball that is thrown waist-high down the middle of the plate is a typical strike. One that is on the edge of the plate is less typical. A pitch that is right at knee level and that crosses only a corner of the plate is atypical and might often be called a ball. There are also difficult decisions about whether the movement of a bat is a “swing” or not. That decision has greatly changed within my lifetime, as swings that were held up rather late were not called “swings” in my youth, and now most of them are. The dividing line between “swing” and “not a swing” is very hard to see in many cases. Thus, there are typical, atypical, and borderline strikes, in spite of there being a definition.

In legal cases like theft, there can be questions about whether someone really removed the property or intended to keep it or had permission or not. If I borrowed someone’s car with an intention to return it in an hour, did I steal it? That is not as typical a case as if I took it and began to sell off the parts. Suppose that you gave me permission to borrow your car when I need it. Now if I take it, I have permission, so it is no longer a theft. But what if I take the car and drive to Mexico for a month’s vacation, fully intending to return it at the end? When you said that I could borrow the car, you were thinking of short trips to the grocery store and the like, not a month’s disappearance. So, did I steal the car? Answering such questions is what lawyers and judges are paid for.

My point is that even when there appears to be a clear rule with a definition, reality often does not conform exactly to that rule. This is an important fact that we will see over and over again in examples throughout the book. If there is only a tiny deviation from the rule, we might say that the thing is in the category, even though the rule was technically violated. It can be very difficult to say whether each part of the definition has been fulfilled, leading people to disagree. Sometimes something happens that just is not conceived of in the rule at all: For example, a wildfire breaks out in our neighborhood, and I drive away your car without permission, thereby saving it from destruction. Is that theft? In the real world, contrary to Aristotle, every strike is not as good a strike as every other one, and every theft is not just as much a theft as every other one. Furthermore, there are borderline cases even when definitions exist. Category experts refer to categories as being fuzzy—that is, having unclear boundaries. And just because you create a definition to try to unfuzz a category, that doesn’t mean that you can avoid these difficult cases. The fuzz is in the world, even if there’s no fuzz in your rule.

For example, after the Pluto fiasco, the governing astronomical body decided in 2006 to set a clear definition of what is a planet in our solar system to avoid future controversy (International Astronomical Union, n.d.). They agreed on three criteria:


	The object must orbit the Sun.

	It must be massive enough to assume a hydrostatic equilibrium shape (nearly round).

	It must have cleared the neighborhood around its orbit. [That is, it can’t be just one of many objects floating in that area of space.]



It is not at all difficult to think of borderline cases for this definition. How round does an object need to be for it to have assumed a hydrostatic equilibrium shape? Some will be quite round, others a little lumpy, and still others fairly elliptical. Drawing a line between planetworthy roundness and insufficiently round will be difficult. Similarly, clearing one’s orbit can be done to a greater or lesser extent. Perhaps every other object in the orbit has been sucked into the potential planet because of its larger gravity. But perhaps there’s a little space junk hanging around … or a couple fairly large objects that haven’t joined this planetoid or been knocked out of its way … or perhaps it is one of many such objects swooping around the Sun. Again, drawing the line between cleared and not cleared orbits is essentially an arbitrary decision, and astronomers certainly are going to disagree about it. Understand that I am not actually criticizing this definition. It has probably made things clearer, but the world itself is not clear, and definitions cannot really bring clarity to an unclear world. Definitions can help by simplifying our thinking, but ultimately categories are going to be at least somewhat fuzzy, and stating a definition cannot avoid that.



If Not Definitions, Then What?

As I pointed out earlier, people often think that without definitions, we will become mired in chaos. Without a rule that tells us for certain whether something is or isn’t a bird, how will we know what it is? And couldn’t anything be a bird, now that we have given up on definitions? No. Even if there is no rule, that doesn’t mean that anything goes.

The answer starts with Wittgenstein’s initial proposal of family resemblances. Recall that he pointed out that many members of a family might have the same nose, most might have red hair, many will be tall, and so on. If you know these family attributes, you can classify someone as a family member even without a rule. If you bump into someone with red hair, that nose, and about the right height, but not blue eyes, you might still think, “That looks like one of the Johnsons.” If the person has all of those family features, then she will be very typical. If someone else has only a couple of them, then he will be atypical, and you won’t have much confidence that he is in fact one of the Johnson family.

Basically, we can still have categories and all the things they do for us, so long as we know what features (or “attributes”) are associated with the category. Then we can decide how similar any given entity is to the category by virtue of how many of those features it has. The more it has, the more typical it is; the fewer, the less typical it is. The result is not quite like when we had definitions for our categories. Definitions essentially gave each object a 1 or a 0: it was or wasn’t in the category. Now, each object can get a score of how similar it is to the category, like .90 (typical), .70 (fairly typical), .50 (borderline), .35 (likely not in the category), or .10 (definitely not). So, the fastball down the middle of the plate is very similar (maybe .99) to a strike, but the high curveball that just catches the corner of the plate might be only .55, or borderline. Similarity-based categories of this sort are often called prototype categories, the idea being that the category is roughly represented by its most typical member: the strike down the middle of the plate, or the robin.

Even people who disagree about whether something is in a category might not disagree about how similar it is. For example, you might claim that necklaces are clothing, and I might claim they aren’t, but this isn’t because we have completely different views about necklaces and clothing. It’s because we disagree on where to draw the line, how similar something has to be to other clothing to count as clothing. Although you are obviously deluded about necklaces, you probably admit that they are not clothing in the same way that a shirt or coat is. That is, we both agree that necklaces are a borderline member at best. Of course, people also disagree because of differences in knowledge. People who know that almonds are the product of a fertilized flower are more likely to think they are fruit than people who don’t know that. Such knowledge changes the similarity computation because some people know a feature that others don’t.

In short, we don’t really need definitions. So long as we know features associated with categories, we can still categorize things via similarity. And one advantage of this (which perhaps didn’t seem an advantage at first) is that we can now distinguish the really good, typical category members from the OK category members from the borderline items that might or might not be in the category. Why is this an advantage? Because in real life, we are more likely to attribute category features to the typical than the atypical members. Suppose that you learn that most birds have sesamoid bones (whatever they are). Do you think robins have sesamoid bones? What about ostriches? Most people feel fairly confident that robins have sesamoid bones, but their sense is, “Who knows what kind of crazy bones ostriches have?” Ostriches are just not like most birds. When we simply used definitions, there was no way to make this kind of distinction. Birds are birds, so all birds are equally likely to have sesamoid bones. In real life, people make those kinds of distinctions all the time, and this helps them know when category knowledge is likely to be correct and when it is more dubious. For example, if you know that Jermaine is a dyed-in-the-wool (American) liberal, then you can guess that he probably is in favor of government-provided health care. But if you know that Angela is kind of a liberal who also has some conservative opinions, then you probably think that her support for government health care is not a slam dunk. These kinds of inferences help to tell us when we can rely on the category’s features (for typical items) or need to do more research about the world (don’t assume Angela’s position on health care).

The fuzziness of categories and the typicality differences are not what we may have hoped for when we first started to think about what categories are, but they can also provide structure to help us think through the implications of being a category member. Definitions are attractive because they provide a simplified way of dealing with the world. Wouldn’t it be great if we could have a hard-and-fast rule for every category? Then we would know exactly what everything is. For better or worse, that simplified view of the world does not seem to be correct.

To summarize, human categories have two aspects. First and most important, categories mostly do not have definitions, but we can still classify things into them using similarity. Second, and in spite of that, people think that you can provide a rule that will determine when something is in a category and when it isn’t. Even when categories have definitions, as in rules of a game or legal regulations, there remain fuzzy cases that make decisions difficult. As we will see throughout this book, there is a tension between people’s naive beliefs about categories (they must have a definition) and their actual use of similarity to categorize things.

Part II will apply these lessons to some interesting categories that we might think should have hard-and-fast definitions, such as life versus death.



Goals, Ideals, and Norms

We have been talking primarily about seemingly simple categories that are familiar groupings of objects, often referred to by a one-word label or a familiar phrase, like cow, party, hot dog, or planet.

However, we can also form categories on the fly, making up categories that are useful for our current task. For example, imagine that you want to travel to California from Virginia but can’t spend much money. You might then start to think about ways to travel inexpensively, coming up with examples like taking the bus, hitchhiking, flying standby, or signing up to drive someone’s car across the country. These methods are pretty different: they involve different modes of transportation (bus, car, airplane), they differ in how much you are involved (driving yourself or simply being a passenger), and they have different costs.

What they share, though, are features related to the goal you have in mind: they get you to California (hopefully) and are cheap. This goal creates an ideal that can help determine the typicality of category members. That is, the method that is most guaranteed to get you to California as quickly and cheaply as possible is likely to be more typical than the ones that are slower and more expensive. For example, I would say that hitchhiking is more typical than taking the train because it costs nothing, and a cross-country train trip is not very cheap, albeit cheaper than some other methods.

Lawrence Barsalou (1985) first pointed out this aspect of categories, which he thought was especially important for goal-derived categories, like ways to travel to California inexpensively or things to carry out of a burning house. What he pointed out was that members of these categories were often not very similar, but they approached an ideal. For example, the ideal food to eat on a diet would be something that has zero calories and is very filling. There probably is no such item, but foods that approach it, like celery and rice cakes, are considered typical of the category, even though they are not similar to one another. Although rice cakes are similar to Rice Krispies bars (a kind of baked candy), the first is typical and the second is atypical of foods to eat on a diet.

There is no rule to tell exactly what is in such categories. They have fuzzy borderlines. Flying standby is cheaper than regular air flight, but it is not that cheap, so it is really a way to travel inexpensively to California? There is no price cutoff to tell us what is in this category. And as for other categories, people can disagree at the border. My wealthy uncle thinks that flying economy class would be an inexpensive way to get to California, whereas my underpaid niece does not. However, both would agree that the things that are closest to the ideal (zero cost, with fast travel) are the most typical.

For the most part, such considerations do not apply to natural kinds like oak, bird, or animal because these things exist separately from human goals to a large degree (see the next chapter). I have an idea of what a typical sparrow looks like, but it is not based on what the “best” sparrow should be, or how sparrows help me achieve some goal. Sparrows fly around, chirp, and eat things rather than acting in service of my goals (unfortunately). Thus, my concepts of them are more likely prototype-based rather than based on an ideal sparrow.

Recent research has suggested that ideals may be important for more categories than we might have thought. Knobe, Prasada, and Newman (2013) introduced the idea of dual-character concepts, which are things that have both a prototype (or rule) and an ideal. This makes the categories somewhat more complex than simpler ones that don’t have an ideal associated with them. The opening of their article (242; minor changes in formatting) explains this idea succinctly:

Imagine a physics professor who spends her days writing out equations but who clings dogmatically to a certain theoretical perspective against all empirical evidence. Does this person genuinely count as a scientist? … It might … seem right to say: “There is a sense in which she is clearly a scientist, but ultimately, if you think about what it really means to be a scientist, you would have to say that she is not a scientist at all.”

Thus, scientist is a dual-character category, in that it can be determined both by specific features that its members have in common, like working in a lab, doing experiments, analyzing data, and other scientific activities, and an ideal, like being committed to understanding the world through theories based on testable, objective measurements. In many cases, those two things will agree. Most scientists are committed to using good practices to uncover new data that will fairly test a theory or claim. People who are not trained in science may not understand those principles, nor do they wear white coats, work in a lab, or write physics articles.

The way that dual-character categories are uncovered, though, is when the two do not agree, as in the case of the person who seems to be doing science but is actually just riding her personal hobbyhorse of a theory. We can imagine the reverse situation, in which one person follows the principles of science without technically being a scientist. For example, imagine that Paul is a baker who constantly tests the recipes he uses. Are all these ingredients necessary? Would this bread taste better with more salt or less sugar? How long does the dough really need to rise? He systematically varies these variables to see what differences they make. He might lead us to say something like, “Paul is in one sense a baker, but when you think about it, he is also a true scientist.” The use of the word “true” (or “really”) is often a signal that one is referring to ideals or norms of the category rather than concrete features.

Not all profession or person categories are dual-character. Knobe and colleagues (2013) said that there is little sense in which someone is a “true bus driver” or a “real cashier.” You can do a better or worse job at these things, but there isn’t really an ideal or norm that is central to the category.

Classic examples of the categories that Knobe and colleagues describe are art and artist. There are clearly superficial characteristics by which one can identify art: a framed painting hung on a wall, a statue on a pedestal in front of a building, or an installation in an art gallery. There are also important ideals associated with art. If my brother got a paint-by-numbers kit and painstakingly colored in the outlines of a sailboat on a blue ocean, that would in one sense be a work of art. It is a painting hanging on the wall, and such things are art. There is a sense in which it is clearly not art, though, namely, that it requires minimal skill, reflects no imagination, is not inspiring or thought-provoking, is hackneyed, and so on. So, it is both art and not art.

Such examples lead to a lot of confusion in conversation, I find, as it can be hard to negotiate how to talk about something that one person feels is not “true art” but the other refers to as “art” because, after all, it is presented in the Louvre or a local art gallery. The problem is that both people may be correct, but they are focusing on different aspects of the dual-character category. It would be great if we had a way of distinguishing these things, perhaps calling them art and art* (“art-star”) to indicate the purely descriptive, concrete use of “art” versus the evaluative use.

Dual-character categories are very interesting, but they can also be contentious. Who decides what it means to be a “true” scientist or artist or philanthropist? There is a concept current in American politics called a RINO: Republican In Name Only. Such a person is registered to vote as a Republican and perhaps holds office as a member of that party but is thought not to embody the “real” principles of the Republican Party. But who gets to decide what those principles are? Is it only very conservative people who are “true” Republicans, or do moderates reflect the principles of the party or beliefs of party members just as well? When President Donald Trump called people RINOs, it seemed to mean that they did not agree with his policies. There is no grand arbiter of a political party to determine who are the true members and who are only hanging on to the name. Similarly, the question of what is “real art” is something that many people disagree on and that has changed over the years.

When I tell my brother that his paint-by-numbers monstrosity is not really art, he thinks that I am just being mean, because he has no knowledge of what the principles of art are and has no idea why the Mona Lisa might be better (more “artistic”) than a picture of puppies in a basket. OK, perhaps I am being mean, but it also is the case that I know more about art than he does and what kind of ideal it should try to reach. But can I convince him of that in a brief conversation before he slams down the phone? No. The concrete features of dual-character concepts are easier to grasp, and sometimes people will hang onto them when classifying things that also have an ideal behind them: “He’s registered as a Republican, so he’s a Republican, OK? Case closed!”

So, dual-character concepts can be rather slippery, leading to arguments and confusion. They represent an intrusion of what should be into what is. Categories that are simply ideal-based are less confusing because we all know what we’re disagreeing about—how healthy rice cakes are, or whether that flight to California is inexpensive or not. For dual-character categories, the confusion is also what we are disagreeing about—the basic description, the ideal, or both?



Science Causes a Problem

So we have recognized that simple definitions will not work in many cases, but categories can still be identified (albeit fuzzily) by similarity or ideals. Perhaps there is no definition of what makes something a chair, but we can see that an object is similar to many chairs that we have encountered, and therefore, that’s probably what it is. However, such ideas run into problems as we acquire more sophisticated understandings of categories, as well as for cases that are not simple. As usual, the domain of animal species provides some problematic examples.

One of the most annoying problems in animal categories is that of sexual dimorphism, when the two sexes of a species differ in their appearance and perhaps deeper ways. For example, the black widow spider is famous for the bright red hourglass that can be seen on its black abdomen, as well as for its poisonous bite. However, the male black widow does not have that hourglass, and it is significantly smaller. If Wikipedia is to be believed, the females range from 8–13 millimeters in length, with the males not even approaching this range (3–6 millimeters). And the male doesn’t have a poisonous bite. Oh, and obviously, it is the female that eats the male (sometimes), which gives the spider its name, but the male doesn’t eat itself … or the female. So this becomes a problem, as the male black widow spider seems more similar to some other kinds of spiders than it is to the female of its species. Furthermore, you have to ask, what is the prototypical black widow spider that I should use for my similarity comparison? The male? The female? Both? The average of the male and female would not look much like either one, so it is hard to think of a single prototype that could represent the entire category.

Black widow spiders are a fairly easy problem, actually. There are some other amazing differences between animal sexes that will have you shaking your head if you find out about them. The most disgusting one I have found (and hence the one I will share with you) is the osedax, which has the charming nicknames of boneworm or even zombie worm. (We will not discuss the even more evocatively named osedax, the Swedish bone-eating snot flower, here. There is a limit.) These are deep sea worms that feed on bones, mostly of whales. OK, something has to feed on them, I guess, and why not worms? However, all the worms that one can see in the ocean are female. Where are the males? I’ll tell you where they are: there are 50 to 100 tiny male larvae that live inside the female, where they produce sperm, allowing the female osedax to continuously produce fertilized eggs.

Now, pretty much all the features one can specify of the osedaxes that you see munching Moby Dick on the ocean floor, that is, females, are not true of the males: Size, color, body parts, what they eat, sexual organs, behaviors … none of these features can be found in the males. So, on what basis can we say that the male and female osedaxes are the same kind of thing because they’re similar? We can’t—they’re not similar. Now we have to resort to some theory of biology that tells us what makes something a member of a species, and that refers to “deeper” features, like evolutionary history and interbreeding patterns (see chapter 5 for more on this fascinating and confusing topic).

Another common case in the world of biology is polymorphism. In sexual dimorphism, the two sexes of a species differ significantly. In polymorphism, the same organism takes on different forms across its life span. For example, consider tadpoles. They lack legs, have a long tail, and swim around underwater. They can’t breathe air. The tadpoles grow into much larger frogs, which have large legs, no tail, and cannot breathe underwater. Obviously, the exact same thing is a tadpole and a frog, so the two must be in the same species. But if we were using similarity to decide what was what, we would probably classify the tadpole as a kind of fish and the frog as a kind of amphibian. Another familiar example is the life stages of insects. Consider the monarch butterfly, for example. The larva (caterpillar) is tubular in shape and has a segmented body with apparently more than a dozen legs. It spends virtually all its time eating milkweed leaves. The adult is a colorful butterfly with large wings and apparently four legs (but actually six). It flies around, eats nectar, mates, and lays eggs. At the end of the summer, an adult may migrate long distances south. None of these things are done by the larvae. The two life stages look completely different and have very different behaviors.

Once again, we cannot use similarity to tell us that the caterpillar and the butterfly are the same kind of thing or that the tadpole and the frog are the same species. We need some knowledge of biology to tell us that. Indeed, adults know that a monarch caterpillar is the same kind of thing as a monarch butterfly, but children think that the monarch caterpillar is the same kind of thing as other species of caterpillars (Murphy & Rosengren, 2010).

Perhaps you think that similarity, or even definitions, will work in the biological world if we use genetic properties. That is, there must be some gene or genes that every member of a category has, and so we can use those genes to define the category. In a word: no. This discussion is too long to have here, but in chapter 8, I talk about biological species in depth.

Finally, let’s return to Wittgenstein’s example of family resemblance. Remember that he pointed out that people in a family often have many but not all of the features associated with that family: that bumpy nose, being tall, black hair, and so on. This is certainly correct, and we can possibly identify someone as being a family member by just such features. But in reality, there are members of the Smith family who don’t look much like the rest. There is a short, blond kid, Amy, among all the tall, dark-haired ones. Amy’s failure to have the expected Smith appearance does not mean that she is not actually a Smith. Furthermore, it is apparent that simply looking like the rest of the family is not enough to establish you as a family member. There are no doubt many people in the world who are about that height, have the same color hair, and maybe even have the same bumpy nose—but that doesn’t make them Smiths. To be a Smith, you have to be a member of the family—born from one of the other Smiths or otherwise entering their family in a recognized way. If you nonetheless don’t resemble other Smiths, too bad! You’re still a Smith. If you were adopted, you are very unlikely to have the family resemblance, but you’ll still be a member of the family.

This all goes to show that ultimately, similarity may be a rough-and-ready tool to help us identify categories in the simple cases, but it cannot always be the arbiter of category membership. It surely took people some time to realize that tadpoles were not in fact juvenile fish but rather turned into frogs. Unless you happen to be around and watch caterpillars form cocoons and then come out as moths, you’d have no way to connect the two. So you used similarity to classify these things … until you had more specific knowledge of what was going on. That is often the case with human categories. The naive layperson will use similarity and be perfectly successful in life. But as society becomes more expert in a domain, similarity will start to break down in some cases as we discover that tuberculosis of the lungs is the same disease as tuberculosis of the liver, or that those two spiders that look quite different are in fact the same species. Specific knowledge trumps similarity as a general rule, and because it’s specific, it’s difficult for us to provide an overarching theory of how those categories work. If you know zoology, then you know how to identify something as being the same species, but that knowledge won’t help you in other domains such as foreign policy or fouls in football.



Conclusion

Sadly, the classical idea that we can give definitions or rules for our categories has really not proved true. Some will resist this conclusion, but based on decades of working in this field, I can tell you that resistance is futile! You have better things to do with your time than to try to think up definitions for common categories like horse or vacation. Even if there aren’t rules to define them, we all know them when we see them because we know the typical features that those things have. In other cases, we know the ideal that the category is supposed to represent.

Of course, different people know different things, and that can lead to disagreements about what is in a category. However, we generally agree about the most typical members of a category and about things that are clearly not in the category. Arguments arise about items at the borderline (items that should not exist if categories had definitions of the sort that Aristotle envisioned). If for some reason you find yourself involved in an annoying argument over whether a wastepaper basket is furniture or if Mike Bloomberg is a liberal, I suggest you propose something you can both agree on, that the item is not very typical. OK, you say that Bloomberg is a liberal, but you have to admit he’s not as liberal as Nancy Pelosi or Alexandria Ocasio-Cortez, right? They’re real liberals; Bloomberg is not liberal at their level, surely. Then you can hopefully get back to your Thanksgiving dinner or whatever you were doing before the argument started.

Unfortunately, as we saw at this chapter’s end, things can become even more complex, as specific knowledge, perhaps derived from some kind of theory, can specify what makes something be in a category. A bunch of data and the theory of evolution might make some scientists see spiders, lobsters, cicadas, insects, and millipedes as being “the same kind of thing” (arthropods). But they don’t look the same to me, and I would never identify a lobster and an insect as being related. Much of my identification of animals relies on simple similarity; I might see crabs and lobsters as being similar enough to be in the same family, but I don’t see millipedes and crabs as being similar. Thus, there can be a split between the informal categories that laypeople make and use and the more formal categories used within science or some other body of knowledge that is not universally known. Such is life.

The concept of an arthropod really does nothing to help me in my everyday life, whereas it does help the biologist by bringing order to a diverse group of animals that are thought to share an evolutionary ancestor. It is, therefore, not surprising that biologists know and use this category for some purposes, but I don’t. The temptation is to think of the formal category as the “right” one, and my categories, whatever they are, as “wrong.” However, that is not necessarily true. My categories may work well for me, and the category of arthropod would not help me in deciding how to deal with the insects and crustaceans around me. We must accept the diversity of categories and not simplify the world by thinking that there is only one way to divide it up and analyze it, even when that way is backed by some authority. I’ll explore this tension more fully in the next chapter and throughout the book.






3 Categories in the World and in the Head


Are categories “out there” in the world, or are they something that humans make up? This is one of those philosophical dichotomies that can be answered only by recognizing that the dichotomy is false. I say this now so you don’t expect that I’m going to tell you, “They’re all out in the world—we just discover them” or “They’re purely human constructions.” People certainly have strong intuitions that categories from nature are out in the world. Trees, elk, lakes, salmon, iron sulfide, and oxygen surely are categories in nature, independent of human thought, right? Well, not all of them, as we’ll see. People also have intuitions that some categories are clearly human made, like a strike in baseball or the legal concept of theft. Strikes exist only because we invented the game of baseball and defined them within that game. But there are many categories whose status is not obvious, like chairs, houses, pets, war, girls, and art.

The pure human constructions are easier to agree on. Surely if people had never existed, there would never have been categories such as strikes and bachelors and thefts. And if human society had been different, then there might have been no need to create these categories in the first place. So these things are clearly human made. But that doesn’t quite mean that they exist only in our heads. Given that baseball does exist, there are things called “strikes,” and they are to some degree dependent on external reality. If a pitch hits a batter in the head, it is not a strike, and this is not only a matter of my mental construction; it is also based on facts in the world. The pitch was actually outside the strike zone (well outside) and struck the batter. People could be wrong about these things, of course, but they would try to base their judgments on actual reality. Thus, there is instant replay in some sports (indeed, in more and more of them), in which referees can watch a play over and over to try to discern the reality of the situation—the runner touched the base before being tagged, or the football hit the ground before being caught. This does not ensure that every decision will be right, but it does show that even for human-made categories, the actual state of the world makes a difference.

So it is correct on the one hand to say that these kinds of categories were invented by humans and would not have existed without them, but it is also true that such categories often depend on the world to some degree because they are categories of the world.

Categories that depend on human practice can often be changed by human decisions. Professional sports change rules all the time. They might do so to clarify a rule, to increase safety, to make the game more fun, or to address new circumstances, but these changes then change the category. For example, the rule constituting a completed pass in the National Football League (NFL) in the US has undergone a number of changes. Previously, if a leaping receiver were knocked out of bounds before being able to land, he would be considered to have completed the pass. That rule has changed so that the receiver must get both feet in bounds, regardless of what the defender does. The rules regarding catches when the receiver falls to the ground have changed multiple times. The rules of football are not fixed by the universe or God, and football leagues can change them at will. As a result, the category of completed pass has changed. Similarly, laws are passed, altered, and repealed all the time. Theft as a legal concept can change any time we want to change it, and we may well want to change it to take into account new circumstances, such as theft of intellectual property.

But what about natural categories? Are they fixed, independent of human activities and interests?



Natural Categories and Natural Kinds

Let’s return to the sad case of Pluto, the ex-planet. As we saw in chapter 2, there was a dispute over whether Pluto was actually a planet. Originally, the consensus was that it was, and schoolchildren such as me learned that it was one of the nine planets in our solar system. Then it was ignominiously kicked out of the planetary club, and the astronomical union developed a definition of planet to try to clarify matters, in part due to public outrage over Pluto’s fate. Doesn’t this sound a bit like the changes in what is a legal pass in football? For a while, one set of things were passes. Then the people in charge decided that some accepted passes were problematic, so the category changed; and after a few years, they changed the rules further to clarify them, and the category changed again. That isn’t very different from our decision about what a planet is. First, we thought that Pluto was a planet, but upon further consideration and with further information, we decided that it shouldn’t be one. Then astronomers later agreed upon a definition of planet at one of their conferences, but there’s absolutely nothing stopping them from adding to it or changing it in the future, just as there’s nothing to stop the NFL from changing the rule regarding completed passes again. So planet does not sound like a category that is given to us by nature.

The situation is confusing because planets are surely given to us by nature, if anything is. They are hardly a human invention, and if people did not exist, Pluto, Mars, and Neptune would still exist much as they are. The key to understanding this is to understand that there is a difference between natural objects and natural categories. Objects like the cherry tree outside your window or Pluto or a trout in a stream are all clearly natural. They could exist whether or not humans did. But the categories that we use to describe and understand them might not be natural. Pluto exists independent of us, but the division of objects in a solar system into planets, dwarf planets, asteroids, and space junk is human made. It does not correspond to any particular law of astronomy. It is a useful distinction for many purposes, but it might not be involved in natural laws. For example, the gravitational pull of bodies depends on their mass and distance from other objects; that is no different for planets than for other bodies.

That is not true of all natural categories, however. Stars seem to be intrinsically different from other astronomical objects—made of different stuff, with different temperatures, different ecologies, and different effects on the objects around them. We don’t treat them as different from planets because it is convenient for our probes to land on one but not the other. They seem really different from moons, asteroids, and other celestial objects. Similarly, consider the elements iron and hydrogen. They seem to be given by nature, with intrinsically different properties that do not depend on human interests. We could decide that iron and hydrogen are really the same thing, but you couldn’t build a bridge out of hydrogen or make water with iron and oxygen. The world would defeat us. Within biology, categories like brook trout and rainbow trout also seem to have existences independent of us. They tend to have different properties from other fish and from each other—sizes, colors, locations, and breeding habits (but see chapter 8). These kinds of trout preexisted human contact with them in North America. Similarly, the pin oak is not the same as the sugar maple, and not simply because of humans’ interest in maple sugar. They have different leaves, their geographic distributions are not identical, they drop different “fruit,” they have different barks, and so on.

Categories like oaks, suns, rainbow trout, and iron are often called natural kinds. These are the categories that are truly given by nature. They can’t be made or erased by scientists at a conference. If the National Botanical Society voted that pin oaks and sugar maples are in fact the same tree, this would not make the former sugar maples start to make acorns or the old oaks to yield delicious sap. Humans could treat them the same way, but this would not make their wood look the same or be equally strong. The natural kinds, then, are the categories that are given by nature, whereas other “natural categories” (not kinds) might include natural objects, but the categories themselves are not given by nature. These include things like planets, metals, trees, pets, vegetables, and ornamental shrubs. The similarity of these two terms is unfortunate, but it is not my doing, I swear. (I will try to make this less confusing by minimizing my use of “natural category,” which is not a technical term.) To summarize: natural kinds are categories given to us by nature; other categories may include natural objects, but the categories themselves are human constructions.

Some of my examples may be surprising. Aren’t trees a natural kind? In fact, trees are a human-made category that refers to woody plants above a certain height. There is no botanical distinction in nature between shrubs and trees. For example, weeping willows and pussy willows are in the same biological genus. However, the first is a tall tree and the second is a shrub that is often harvested when it is just a few feet tall. Biological genera are natural kinds, with a common evolutionary history. However, categories like tree, shrub, grass, and the like are horticultural or gardening categories that divide the world into groups that are of interest to us or that seem different from the human perspective. If I am looking to plant a lawn, I want a plant with green, relatively short leaves. I don’t care how it is evolutionarily related to oaks or tomatoes. Thus, grass is a very useful category to look for at the garden store, but it doesn’t have a definite relation to biology.

This is not to say that the categories of trees or grasses are imaginary. Some plants are taller than others and have woody stems. Those plants may have ecological similarities to one another, even if they are not related. Just as the notion of a strike in baseball is not imaginary but depends on situations in the world, categories like tree and grass depend on the actual properties of plants. However, the decision of which plants to include as trees is a human-driven one that doesn’t have any kind of biological answer.

Similarly, vegetables are a culinary category rather than referring to any natural kind of plant. This is why tomatoes are in fact a vegetable, in spite of what many people claim after taking high school biology. They proudly announce that tomatoes are the fruits of a fertilized flower, so they must be fruits: Ha! But what these insufferable people don’t know is that their definition of fruit is botanical, and the category of vegetable is culinary, and the two aren’t incompatible. Botanically, a vegetable can be a fruit, a stem, a leaf, a tuber, or whatever. Vegetables are edible plant products that are not sweet and are usually cooked and served along with a main course (traditionally). Tomatoes fit that description, as they are not sweet and are served as part of a salad or sandwich rather than being the main course. They are often not served hot, but they are also often cooked into sauces or stews. Vegetable!

To be honest, this situation is confusing because the word fruit has two different meanings, one technical and one common, and people switch back and forth without warning. The technical, botanical one refers to part of a plant resulting from fertilization that includes its seeds. By this definition, things like tomatoes, almonds, beans, and corn are all fruits (plus the usual apples, pears, etc.). The common meaning of fruit is the culinary one, referring to sweet, fleshy objects produced by plants and typically eaten cold. According to this meaning, almonds, corn, and cucumbers are not fruits but vegetables. So the argument over whether tomatoes are fruits or vegetables is either a false dichotomy (since there is no conflict between the botanical and culinary categories) or else has to be understood as referring to only culinary terms. In that case, there is no confusion, as tomatoes are clearly vegetables. So when those snotty high school students tell you that “tomatoes are not actually vegetables,” please put them in their place!



Essential Categories

The existence of natural kinds sets the stage for doing science. If these categories exist in nature, then one of the jobs of scientists is to investigate their properties and where the categories came from. The fields of chemistry and physics investigate elements like hydrogen and iron, where they derived from, what their properties are, and why they have those particular properties. Biologists investigate categories like pin oaks, invertebrates, and narwhals. Geologists investigate categories of stone like granite, quartz, tufa, and basalt. In understanding why quartz is different from basalt, we need to know its composition and how it was made. The theory of evolution helps us figure out where narwhals came from and gives insight into why they have the properties they do. There is no science to tell us why planets are different from dwarf planets, because these are not natural kinds. Our decision to divide objects in the solar system in this way doesn’t refer to any important distinction in nature.

The existence of natural kinds brings us back to the idea of category essences, which I raised in chapter 1. The idea of an essence is that some underlying, hidden stuff exists in category members that determines its properties (see Gelman, 2003, for details). In ancient times, the essence was really a mystery, perhaps best exemplified by Plato’s idea of the ideal form. Every object was a less than perfect version of this ideal form that existed in some abstract realm, mysteriously determining the properties of its category. This was an interesting first guess at how it is that members of a category all seem fairly similar. However, most forms of essentialism assume that the essence is actually in the entity, not just an abstract form. That is, the essence of rainbow trout is inside the trout, which results in its taking the form it does.

For biological categories, people proposed that there was something in the reproductive elements (seed, egg, sperm) that determined the form and properties of progeny. Perhaps it was a little model of the eventual organism that then grew into the adult version. This idea did not withstand the scrutiny of modern science (you can look at turtle sperm all you want, and you won’t see a tiny turtle), but it is perhaps just one step from a more modern conception of a genetic code that programs the organism’s future. Is that a possible essence?

Thus, the existence of natural kinds brings us back to the question of chapter 2; namely, whether all category members have something in common that can serve as a definition. We couldn’t find defining features for categories like chairs or parties or abstractions like beauty, but maybe we can for natural kinds. We considered people’s suggestions for definitions for the category dog and pointed out that their suggestions were clearly wrong when they suggested superficial features like having four legs. But perhaps definitions can be found for natural kinds in terms of underlying properties like genes or chemical structure. After all, there must be something that makes a dog be a dog instead of a turtle, and if these categories are given to us by nature, perhaps nature has provided an essence that is common to dogs and is not found in turtles. Thus, science will eventually be able to tell us what the essence of iron or dogs is.

I’m not going to say that this is never the case. However, even many natural kinds do not have an underlying essence. For example, consider granite. Informed sources tell us that this rock is a composite of quartz, mica, and feldspar. So there is no single element or chemical that underlies its properties. The exact proportions of these components differ, at least somewhat, from sample to sample of granite. If you break off a tiny bit of granite, you might end up with a piece that doesn’t have any feldspar. So that can’t be part of a definition of the category of granite.

OK, but what about individual elements like silicon or iron? They have an underlying atomic structure that presumably is responsible for their properties. Perhaps that forms a defining property. As I commented in the previous chapter, this is the only real example of a natural kind that I think might be definable, because each element has a given number of protons. This is clearly a necessary feature, but specifying the sufficient features (what other conditions combined with this would guarantee that something is that element?) would not be trivial. So I will grant that there is at least one category that is both given to us in nature and potentially definable.

If elements have definitions, then presumably chemical compounds that are made up of elements also have definitions, like H2>SO4 (sulfuric acid). However, the substances that we encounter in the world are not pure chemical substances. We don’t often encounter chunks of pure aluminum or streams of hydrogen peroxide. The categories that we use every day are often not based on chemical definitions. For example, the things that people call “water” are not pure H2O, and the amount of H2O in a substance doesn’t necessarily predict whether people will call it “water” (Malt, 1994). Instead, the stuff that falls from the sky and collects in our puddles, streams, and lakes is water, regardless of the fact that there is a lot of stuff mixed in with the H2O. That stuff cannot be defined by its chemical composition.

For our final stab, let’s consider biological categories like dogs. Surely they have some genetic code that makes them a dog and that is unique to dogs. Voilà! That code is the definition of dogs and provides its essence. But is this what biology tells us? Biologists often say things like, “A species is an interbreeding population.” They don’t define species as organisms that share a particular gene or genes. Why not? Because individuals differ in their genes. In fact, variation in genes is exactly how natural selection takes place. (Chapter 8 discusses species in more detail, as a case study.)

Consider Fred, a primate of a few million years ago who is in a species that is going to eventually break off into humans, chimpanzees, gorillas, and so on. If all the animals in Fred’s species have a set of genes that define their species, then how did that species eventually split into chimps and gorillas? All Fred’s children and grandchildren must have the essential genes because they’re the offspring of that species. And their offspring would also have those genes and would continue to be in the species. There is no way for Fred’s species to split into different species, because it would require that his offspring not get the essence somehow, with a new essence appearing in the new species.

In his history of biology, Ernst Mayr (1982) argues that the assumption of essentialism was what prevented early biology from understanding species and evolution. A key to Darwin’s insight was to get rid of the essence and recognize that there is considerable variation even within a species. This allows some members to be more successful than others in a given niche, which in turn allows new species to gradually form. But that species also would have variations in its genes, allowing continued evolution and perhaps leading to another new species splitting off.

Now, there are indeed some genes that are near-universal in human beings. Some genes are so necessary to life that infants cannot survive without them. But these genes are very often shared with other species—they cannot define the category of humans. Indeed, the vast majority of our genes are shared with chimpanzees (around 98%, depending on how you count). For the sake of argument, let’s assume that some very important gene has been common to all humans who were born and survived more than a few moments. Without this gene, infants die almost immediately. With modern medicine, however, suppose that such children could be identified prior to birth and placed in a special environment and given intensive care to keep them alive indefinitely. Now consider the first child, Tom, who is born and placed into this environment. I pose a question: Is Tom human?

If humans are defined by a set of genes that all and only humans have, the human essence, it seems to me that we have to deny that Tom is human. He lacks the gene that is common to all previous humans. However, I would not expect the doctors or parents, or indeed anyone, to say in good faith that Tom is not human because he lacks a gene necessary for the development of the respiratory system or for proper functioning of the immune system, no matter its universality in all other humans. He is, rather, a human who has a very unfortunate birth defect. Legally, he would surely count as a person and receive the protection of the law. In contrast, if I made a square that lacked one of its defining features (say, the sides are not equal), everyone would be fine with saying that it is not a square. Biological categories cannot be defined that way.

In short, even with natural kinds, it is very difficult to find an essence that can define each category. I don’t want to be dogmatic about this because I am not an expert in all (or many) areas of science and have not tested this claim against all possible categories. However, my experience with the ones that I know about are enough to make me skeptical. At least, we cannot assume that there generally is an essence, even for natural kinds. That doesn’t mean that these categories are chaotic. We generally have little trouble deciding that some material is iron or granite or that an animal is a monarch butterfly because there are plenty of properties that are good indicators of category membership, even if there is no essence. Indeed, we generally don’t test the putative essence when we do a scientific identification. If you want to identify iron, you don’t count its protons, but you do measure more superficial properties like its density, electrical conductivity, and spectrometry. Naturalists identify rainbow trout without grinding them up and sending them to the lab for genetic analysis. This fact turns out to be related to the psychological nature of categories, discussed next.



Psychological Essentialism

When I teach categories in my classes, I often ask students to try to provide definitions for categories like dogs. As recounted earlier, they initially suggest that dogs have four legs, bark, are mammals, and so on. After debunking these definitions, someone is very likely to suggest that they have “dog genes.” I then ask them exactly what genes these are. What genes do dogs have but no other animals have? Of course, no one has any idea. Hardly any of us are on a first-name basis with genes such that we know their names and their sequence of nucleotides.

This illustrates two important points. Even if there were dog genes that served as the category essence, they could not have served as the basis for the human understanding of dogs because for most of our history, we had no idea what these were. People talked about dogs and trout and oaks long before they understood genetics, so genes could not have been the basis of their categories. Today, people identify dogs and oaks by their appearance and behavior, not by their genes, just as chemists identify iron by performing various chemical tests that do not directly observe atomic structure that one might propose as its essence. Thus, our everyday use of categories does not rely on essences, even if they existed.

The second point that my students’ references to “dog genes” illustrates is that people believe in essences even if they have no idea what they are. It is a matter of faith that there must be some genes that make dogs dogs—genes that all of them share, even if one has no clue what those genes might be. Prior to modern biology, people also had that belief, though they didn’t attribute the essence to genes: Perhaps it was something in the blood or seeds. This idea is referred to as a placeholder essence (Medin & Ortony, 1989); that is, people believe that there is an essence behind some categories even when they don’t have a specific idea of what it is … because there must be one, right? Dogs are different from cats, and there must be a reason for the differences; therefore, there is an essence that makes them different. Thus, the essence seems to explain things, even if you don’t know what it is and don’t have direct evidence for its existence. It is the thing that makes members of different categories different.

People seem to have placeholder essences for natural kinds (or things that they believe to be natural kinds), but not for human artifacts. They don’t think that there’s some hidden feature that makes telephones what they are and that is not shared with computers or loudspeakers.

However, people often believe in essences for groups of humans: the sexes, racial groups, or perhaps even religions or nationalities. After all, what accounts for the differences in skin color, hair type, and bodily proportions between Africans and Europeans, for example? There must be some underlying property that distinguishes these two groups, passed from parent to child, and perhaps immutable.

It is true that members of different races can differ in a number of respects, but those respects are not uniform and universal. Africans differ among themselves in skin color, height, and body proportions, as do Europeans. At the borders where different human populations meet, people often have properties traditionally associated with both groups. People who insist that White and Black people are completely distinct, especially in their intellects, personalities, and so on, are the same people who might claim that southern and northern Italians are completely different, without noticing any contradiction. Or they might be western Europeans who complain about the “invasion” of eastern European immigrants. That is, when they are thinking about race, they tend to think that the races are completely different, but when they think about groups within their own race, they focus on the differences among them, often contradicting the broad distinctions that they made about races. When you are thinking about the differences between any two groups, it is tempting to magnify those differences, which reinforces the idea that there is some kind of biological essence that explains their putative differences. We’ll discuss races as categories in more detail in chapter 10.

Thus, belief in essences can be pernicious. There is little harm in thinking that dogs and cats each have an essence that makes them what they are. You’re probably wrong, but if you treat cats and dogs differently, it’s not going to lead to any bad consequences. But once you start thinking that people from a given place have an essence, it is one step to thinking that they can’t really be educated properly or are inherently dishonest. After all, it’s part of their essence to be that way, so why should you expect anything different? Belief in essences of groups of people is a topic of considerable recent research in psychology, which is beyond the scope of this discussion. My point is that this belief is not unique to our thinking about disadvantaged groups of people; rather, it is a widespread belief about the natural world in general. The belief is likely wrong in all these cases.



Conclusion

So are categories in the world, or in our heads? The answer is yes. As I said in the very beginning, the dichotomy is false, and trying to resolve it in favor of the world or human thought is never going to go anywhere. Categories really have to reflect the world because otherwise, they would not be useful. Imagine that you formed arbitrary categories like things exactly fifteen miles from Cincinnati, things your sister touched, or things whose names begin with “n.” When you tried to learn which things in the world you could eat and which were poisonous, you would be in bad shape. If you tried to learn which objects will carry you to the store and which will cut the weeds, you wouldn’t get anywhere. As previously noted, being fifteen miles from Cincinnati simply doesn’t tell us anything else about the objects in that category. Your categories have to be responsive to actual properties of things in the world if they are going to be helpful for understanding and dividing up the various kinds of objects we encounter. That is, you have to notice categories of objects that share colors, shapes, internal substance, functions, and the like in order to identify them as blueberries, and hence edible. Whether your sister has touched them is not going to tell you that—she has touched a lot of things, edible and inedible, and the things that she hasn’t touched are also edible and inedible. Our categories take into account the structure of the world in order to help us navigate through the world.

Even purely social or constructed categories must respond to reality in some way, although possibly a reality determined by conventions and social structures. For example, the category of bachelors works only if there are people who are male, adult, and unmarried, and if these properties are meaningful in our culture. Whether I am married or not is a social fact determined by rules in our society. So even this social category is to some degree dependent on the world. It is not purely constructed, in the sense that it is arbitrary and can refer to anything that anyone wants; it must reflect the reality of our social structures. In a society where marriage does not exist, bachelors would in a real sense not exist either, and you would not find such a category there. Thus, such categories are not purely in our heads—they reflect reality as societies have constructed it.

Between natural categories and social ones are a slew of categories of things made or used by humans—artifact categories, of which there are many thousands. We made these artifacts ourselves, so there is no category in nature to discover. On the other hand, such categories generally have some coherence and reflect clusters of features. As a result, it is very difficult to even consider the question of whether such categories are in our heads or in the world. What would it mean to say that the category of tables is “out there” in the world, not just in our heads? Is there some essence that all tables have? No one believes that. Is there some property that all tables have? I doubt it, or if there is, it is an abstract one that also exists in many other objects (e.g., being manufactured).

If you start thinking about tables, at first you might think that they are all quite similar and form a distinct group: four legs, made of wood, rectangular, flat top, used for eating or working, and so on. However, with little effort, you’ll realize that office tables are often plastic and metal, some tables have a single pedestal instead of legs, some are small and some are large, oval or circular tables are not unheard of, and so on. So does the category of table exist out there in the world? I simply don’t know how to answer that question. Table is definitely a very useful category, which we use all the time, so that suggests that it has some kind of reality. But it simply isn’t clear how we would prove that the features of tables cohere enough to make them a “real” grouping rather than something we have just invented.

In his interesting book on trees, Tudge (2005, 36) makes the following observation:

Classification at its most basic is an exercise in convenience; and if convenience is all we are interested in, then any of us is free to carve up the world as we choose. So it is that fishmongers and chefs recognize the category of “shellfish,” which includes …, in practice, an astonishingly mixed bags of crustaceans (such as shrimp and crabs) and mollusks (such as whelks and oysters).

As his examples reveals, categories of convenience are based on human activities and goals. If oysters, shrimp, and crabs are likely to go together in our food preparation, it is useful to have a category that includes all of them, even if it bears no relation to biology or what we think is the structure of nature.

However, I think that there may well be a more radical consequence of this way of thinking about categories: Our categories that seem to be in the world are also groupings of convenience. That is, the species of coyote exists in the world, but it is also a very useful category for North Americans to have because coyotes have specific properties that are not the same as those of domesticated dogs, wolves, and other canine species. Knowing about the world is “convenient” for us, in Tudge’s terms, because such categories give us useful information. That is why we use them. But note that there may be other categories in the world that are just as real but are not as useful, which we therefore do not know. We may go around classifying animals as cows, coyotes, insects, and sparrows, but we are less likely to classify them as predator or prey, or as carnivore, herbivore, or omnivore. Higher-level biological categories like Artiodactyla (referring, of course to “even-toed ungulates”) are of interest to … someone, I guess. Biologists may find such groupings to be useful in understanding the evolution of mammals, which is probably why there is an “Even-toed ungulate” entry in Wikipedia.

However, the category of ungulate, much less that of even-toed ungulate, simply does not help me navigate my world, so I barely know it and never use it. In that sense, categories that exist in nature also depend on our own knowledge and interests because we would not know them if they were not connected to us in a meaningful way. I’m not saying that categories that we don’t know about don’t exist, but I am saying that the categories we use and talk about all have some kind of human utility that is part of the reason why we use them. If no one has a need for a category, then it is unlikely to be known and used.

In this way, the question of whether categories are in the world or in our heads again turns out to be a false one. Yes, categories must in some sense be in the world, in that there is structure there, waiting to be noticed (even if it is only a social, human-made structure). But there is no reason for us to notice every single possible structure, and we tend to notice the ones that provide some service for us. A grouping might be based on trivial features or might group only slightly similar objects. But if it is useful to us, like shellfish, people will think about things in terms of those categories. If the grouping is not useful to us, then from our perspective, it doesn’t exist, even if it is “in the world.” Categories have to arise from the interaction of human knowledge and activities and the structure of the world, and attempts to reduce them to one or the other have never succeeded.





4 Language, Culture, and Categories


This book is about categories, not words. Obviously, they are not the same thing, and yet many words denote categories, and the way we know we have a category for something is often because we have a name for it. Is there a category of pens with traditional nibs that have a reservoir of ink that can be replaced? Yes, and I know that there is because of the name fountain pen. (This illustrates the fact that some categories have single-word names and some have multiword names. The difference is not important for our purposes, so long as the name is conventional and not made up on the spot.) However, not all categories have names. For example, think about the globs of dust that form under furniture and in the corners of rooms with wood floors. They are not just a coating of dust but can roll around the room when a gust of wind comes in. Some people do not have a name for these things, whereas others call them dust bunnies, or dust monsters. However, even those who do not have a name for them understand this category and may have thought about it as they cleaned house. I remember learning a name from a roommate in college, and I already knew exactly what the category was. The name just told me what other people called this category—it didn’t create the category for me.

So language is not necessary to form a category. Babies form categories months before they learn the words that name them, and you can teach them novel categories in the lab, with no language involved. On the other hand, most words pick out categories. You couldn’t know the meaning of dog and use the word correctly if you didn’t know the category of dog. Otherwise, you might call mice and possums dogs, or when someone tells you that a dog bit her, you might think that it was a bat. Using the word correctly often requires knowing the category. In short, words are not necessary to knowing categories, but knowing categories is often necessary to using and understanding words. This close but imperfect connection has led to considerable confusion regarding words and categories, as well as some interesting claims about the relation between the two.

Perhaps the first point to note is that language really must use categories. The world is infinitely variable, and no two objects or events are exactly alike. However, as a human tool, language must be finite. Animals differ in their size, age, exact coloration, form, and histories, but we do not have a separate name to pick out every distinct animal. Instead, we have names like arthropod, spider, and black widow spider. Thus, the diversity of the world is glossed over as objects are conceptually packed into sets of items that have the same label.

Of course, if this glossing over of differences between category members is a problem, we can also combine words into more specific descriptions, like “large, brown, hairless spider,” although even these descriptions might not distinguish a single object from everything else in the universe. This is not generally a problem because in any given context, the simple category name may be perfectly sufficient. If my niece and I are both looking at a single spider on the window, calling it a “spider” would be sufficient for our purposes, even though that description doesn’t tell us its sex, whether it spins a web, what it eats, whether it is likely to jump on us, and so on. This limitation of language is necessary because it would take decades to learn our vocabulary if we needed a million words to communicate (instead of tens of thousands of words). There is a tension between the precision of our words and the time and effort necessary to learn our vocabulary. If there were too many names, people could get into middle age before they learned enough words to name most of the everyday objects around them. If your four-year-old couldn’t tell you that there’s a snake in the yard because he hadn’t yet learned the name for midsized male copperheads, I think you would decide that it would be better if your language included the word snake, in spite of its simplifications.

What would a language be like if it didn’t make any simplifications or generalizations? It would be a language in which every word was a proper noun. Because you don’t want to gloss over the differences between snakes that are slightly different in some respect, every snake must have its own name. Furthermore, every event must have its own verb, because not every occasion of thinking or dancing or talking is identical. There might be some superintelligent race of beings that could know such a language, but they would have to know virtually everything in the world to learn all these names. Human language has taken a different route—many fewer names, with a loss of precision, but a basic vocabulary that is readily acquired. However, this fact is not simply a compromise with our limited cognitive capacity. By using the same word for different objects, we’re communicating information about those things. Calling two different-looking things “spider” communicates that they probably have eight legs, weave nests, eat insects, and other salient details, which we would not know if we gave them all their own separate names.

Language is one of the important means of learning about categories. Your interaction with zebras might be quite limited. But if your dad told you that zebras live on the African plains, you now have more information about that category than you could get from personal experience (if you do not live near an African plain). People learn a huge amount about the world through reading—even by reading fiction, where facts and historical events are described by-the-by. So language increases our knowledge of categories first by the very words themselves, which pick out categories, but then also by transmitting further information about those categories.


Language and Thought

The close connection between language and categories has made some theorists suggest a surprising possibility—that languages make the categories, at least in some cases. This is the Sapir-Whorf hypothesis (often just called the Whorfian hypothesis).1 The hypothesis is often illustrated as follows. I look at snow and just see “snow.” It’s white, it’s cold, and it may need to be shoveled off the sidewalk (and I may have to do it). So snow is snow. However, the Inuit (or “Eskimos,” a now nonpreferred name that I will retire), according to a long-standing legend, have fifty words for snow (or some number much larger than one). Therefore, when they look at snow, they see all kinds of distinct entities: wet snow, dry snow, tiny pieces of snow, big clumps of snow, snow that has melted and frozen again, snow on top of ice, and so on. (Note: We will reevaluate this story later.)

Consider the situation of an Inuit child learning language according to this story. Unlike my own experience, she does not hear snow being referred to by a single word, but rather by dozens of words. This then forces her to identify different categories picked out by these different terms. Perhaps she would have thought of all of it as the same white stuff that comes down from the sky and then collects on the ground, but the fact that her family is using different words for this stuff is making her pay attention to its granularity, its wetness, its distribution on the ground, and all the other factors that determine which word is correct.

Now, there is a clear element of truth to this picture, namely, that children do in fact have to learn the features that distinguish different words if they’re going to use language correctly. Left on their own, American children would likely think that zebras are horses. After all, horses differ in their color, size, and tails, and no one gives them different names for that reason (at least, not in twenty-first-century urban America). Pied horses that live in California and brown ones that live in Tennessee are both called horse. So, why should striped horses that live in Africa not also be called horse? However, if children hear the term horse used for some creatures and zebra for similar creatures, they attend to the animals and try to figure out the reason for this different name. The stripes provide a good explanation, and children will now mark stripes as a significant feature for zebras, whereas they might never have done so if English did not give them a separate name.

This is not to say that categories would not be made without language. Obvious categories and those that are useful to everyday life will be formed whether or not they have names that pick them out. On the other hand, I wonder whether children would form movement categories like jog, amble, stroll, tiptoe, circumnavigate, perambulate, march, stride, and creep, without a vocabulary that distinguished them. Would they spontaneously separate the actions of running and jogging? If you know the words, it is easy to do, but if you didn’t know them, perhaps it wouldn’t occur to you that jogging and running are different actions. Of course, some of these categories are seldom used even if you do know the word. I know what perambulate means, but I don’t spontaneously identify people as perambulating. Simply knowing the word doesn’t mean that you’ll use that category. Perambulate is a word that I understand when I hear it, but not one that I spontaneously use to classify people moving about the world.

So, even if the Sapir-Whorf hypothesis is true, we can see that language and categories have a complicated relationship. As I just noted, you might know a word but not readily use it to categorize. It might only be in your receptive vocabulary. Furthermore, many distinctions or categories are noticed whether or not there is a word, such as my own experience with dust bunnies. I had formed a category for them before I knew they had a name. This all makes it complicated to see how language influences thought in general.

There is a deeper issue regarding the idea that language affects thought regarding the historical development of words. Let’s go back to the Inuit, with their alleged fifty words for snow. Isn’t it a remarkable coincidence that it is Inuit languages in particular that have those fifty words? How lucky for them! Thank goodness they got the extra words for snow and not, say, the extra words for types of mushrooms or kinds of heavy metal music that other cultures have, right? Then their language would have taught them all the wrong categories for their world, and they would find it so difficult to talk about snow.

That idea is preposterous. It’s no coincidence that the Inuit have those words for snow. It isn’t the Inuit language that caused the categories. Rather, the Inuit must have identified many different kinds of snow and then devised ways to speak about them. That is, they figured out the categories before their language had those words. Similarly, consider the words used in wine tasting, which includes terms of art like aggressive, awkward, backward, barnyard, blunt, body, brawny, briary, browning … and we haven’t even gotten out of the bs yet. Most of these words are borrowed from other domains but have their own specific meanings in the context of wine tasting. For example, one source interprets brawny as “wines that are hard, intense, tannic, and that have raw, woody flavors.” Of course, now we should look up tannic, raw, and woody to find out exactly what they mean in wine tasting. Just like the snow example, wine experts identified specific flavors, smells, and other qualities in wine and then came up with names to describe them. The categories preceded the names. Historically, the language didn’t provide the word brawny to describe wines, which then forced speakers of English to choose a word to refer to wines that had this property that they had identified. That is, the Whorfian hypothesis really cannot be true for the history of language, even if it is possibly (or partly) true for an individual language learner.

The same is true for every kind of expert vocabulary that differs across languages or groups of people. People who live close to nature have more names for specific plants and animals than people born and raised in the city do. However, it is not that the first group had a language that forced them to identify categories, but rather that they were surrounded by those categories, which caused them to create and use a vocabulary that distinguishes them.

All this is not to deny that children get help in learning categories when the speakers around them use different terms to describe those categories. If mom and dad keep calling trees maple, oak, honey locust, and other names, you are more likely to learn how to tell an oak from a maple than if they just call them all trees. However, it must be admitted that cultures first recognized the categories and then developed the vocabulary for them, rather than “language determining thought” in a historical sense. Historically, thought has influenced language.

A final problem with the Whorfian hypothesis is that a number of popular examples of it are not really true. For example, the linguist Geoffrey Pullum (1991) published a famous essay called “The Great Eskimo Vocabulary Hoax,” in which he pulled the surprising stunt of actually looking at the Eskimo language to find out how many words for snow it has. (One branch of Inuit languages is typically called “Eskimo,” a term that is sometimes used in linguistic contexts in spite of being retired as a term referring to people.) In fact, the original source for this example in anthropology mentioned only four words, referring to snow on the ground, falling snow, drifting snow, and a snow drift. However, consulting a dictionary of Eskimo, Pullum finds only two words, one referring to snow in the air (or snowflakes) and one meaning snow on the ground. Oops!2 Pullum writes at length about how difficult it has been to keep this canard about Inuit vocabulary out of popular culture. One anthropologist who follows it has documented claims that there are as many as 400 words for snow. And Pullum noted that different articles in the New York Times have claimed 100 words or four dozen words. This is a sign that we have entered the realm of urban legend rather than scholarly fact.

However, the snow example is still a good one (which is why I used it in this discussion), because in fact experts on snow do distinguish different kinds that the rest of us do not, and they also have a vocabulary for talking about them, even if it does not comprise individual words. One well-documented example of this is snow terms used by skiers, snowboarders, and others involved in winter recreation. One online resource lists forty-nine snow terms, some of which are fairly obvious (crust, dust on crust), but some of which are completely opaque to the nonexpert. For example, cauliflower refers to new snow near a snow gun, and champagne powder strangely refers to snow with very low moisture content. (How that relates to champagne I don’t know.) It seems clear that the skiers or slope managers identified these kinds of snow (e.g., stuff that accumulates near the snowblower) as being somewhat different from other kinds, and then developed a way of talking about them. So the category (i.e., the observation that there were different types of snow) preceded the language. The term cauliflower as a description of snow did not exist first and then determine people’s perception of snow. Clearly, the use of snow guns had to come first, thereby creating a particular kind of snow and thereby creating the need for a term for it.

In short, language can be very useful for forming categories. Being exposed to a domain’s vocabulary can help learners to notice the relevant features and separate the different kinds. They probably would have noticed some of these things eventually anyway, but language surely speeds up the process by providing helpful information about what is what and focusing one’s attention on important features that distinguish the terms.



When Language Just Confuses Things

There is a large fly in the linguistic ointment, however, the problem of ambiguity in language. The most jarring examples of ambiguity are homonyms, when two different and unrelated words happen to have the same name. For example, there is no relation whatsoever between the animal bear and the verb to bear, and yet both sound and are spelled identically. (And we can add bare, which is spelled differently but sounds the same in speech.) There is no apparent connection between the bank where you go to get money and the bank that you fish from, and yet they have the same name. What is our language telling us in these cases? According to the Whorfian hypothesis, the side of a river must be similar in some way to the overly ornate building with the tellers in it, or else they wouldn’t have the same name. Similarly, the object that I use to swing at pitches must be similar to the flying mammal, as both are bats. Why else would they have the same name?

In fact, these things usually have the same name through mere coincidence, or else through such a long historical connection that virtually no speakers know what it is. For example, the Oxford English Dictionary tells us that the animal bat originally was called bakke in Middle English, but the “k” sound got changed to a “t,” perhaps through the influence of similar words in Scandinavian languages. The baseball bat came to us through the French verb battre, meaning to beat. Any stout piece of wood could be used to bat something, and therefore could be called a bat. As a result, modern English has two unrelated words with two different derivations, which have coincidentally arrived at the same pronunciation and spelling.

From the point of view of the child learning a language, such things are confusing, and one of the joys of parenthood is being forced to explain why the flying bat is called the same thing as a baseball bat, why we hear through ears but eat ears of corn, why we call the baby cow the same name as the muscle in our lower leg, and so on. Children soon figure out that “that’s just the way it is” and have to go along with the crazy word meanings that adults have given to them. But from the perspective of the Whorfian hypothesis, all such cases are troubling. I don’t think that English speakers believe that baseball bats are in any way similar to the mammal, even though they have the same name. There are limits on how much language can shape our thoughts.

A subtler but far more common kind of ambiguity is called polysemy. In this case, there are multiple meanings for a word, but they are related. Let’s go back to bank. One of its meanings is the building that you go to for financial transactions, as in:


	The bank burned down last night.

	No one has a key to get into the bank.

	They’re building a new bank closer to the center of town.



These sentences all refer to a physical structure—something that can burn down, has a key, and is built. However, bank has another meaning that is closely related to this one and has nothing to do with the river-related meaning:


	The bank is insolvent.

	The bank has been fined $8 million.

	I was hired by the bank to do public relations.



None of these sentences refers to a physical structure, but rather to a company that carries out financial transactions of various kinds. You can’t be hired by a building; by the same token, a corporation can’t burn down. It’s a legal entity, not an object.

I need to emphasize that these different senses are very different things—they have no properties in common. The physical bank has plumbing and floors, is made of granite and polished wood, was built in 1956, and so on. None of these things is true of the corporation. A corporate bank has assets, employs people, pays interest to its customers or charges them fees, and is subject to the regulations of the Federal Reserve Bank. None of these things is true of the building.

In short, the word bank has two kinds of ambiguity. The first is the major difference between the two homonyms, one referring to a financial entity and one referring to the raised side of a river. The second is the distinct, related meanings connected to one of these two, like the building and the institution that the building houses. Homonymy is relatively unusual, but polysemy is found over and over again, especially with our most common words (Cruse, 1986).

For the child learning language, polysemy is another confusing situation. It makes sense that the same word is used for two very related things, the company and the building that houses the company. But the fact that they have the same name doesn’t mean that they’re in the same category and share properties. They don’t.

Usually, this doesn’t lead to actual confusion of categorization. You might momentarily be confused whether someone is talking about the building or the corporation when they tell you that the bank is closing, but that is easily addressed. In some cases, though, people don’t realize that there are different senses, as in the case discussed in the previous chapter, fruit. This word refers both to a botanical concept, related to the seed-bearing structure of a plant, and to a culinary concept, referring to plant products that are fleshy, sweet, normally eaten cold, and so on. Thus, the question of whether tomatoes are a fruit has two answers. In culinary terms, it is not a fruit, given its lack of sweetness and common use in salads and sauces. If you said, “I haven’t had any fruit all day,” only an annoying pedant would tell you that there were tomatoes in your salad or spaghetti sauce. In the botany lab, however, tomatoes are a fruit just as much as apples, almonds, and avocados are. No one there cares how these things are served and eaten.

So this is another way that language can cause problems in figuring out what categories are. English has been good at helping us to distinguish almonds from walnuts by giving them distinct names. However, it hasn’t been so good for us when calling a fruit a particular kind of food and also a particular kind of plant product that may not even be edible, or in calling both a building and a corporate entity a bank. In this respect, language is working opposite to the Whorfian hypothesis, giving the same name to things that are in fact distinct. As a result, this reduces the reliability of language for telling us how to divide up the world.



Culture, the World, and Categories

The influence of language plus the question of the previous chapter on whether categories are in the world together suggest another question: How much do categories differ across languages and cultures? Perhaps skiers see more kinds of snow than I do, but are there differences in more familiar categories, and are some of those differences due to language itself? If categories are “in the world” (as I suggested is true for natural kinds), then shouldn’t languages and cultures agree on them?

It is a bit difficult to answer such a question because it can be difficult to know what people’s categories are, independent of language. A common example in the literature is that Russian has two names for what English speakers call blue. One refers to a light blue, and the other to a deeper, dark blue. It is natural to immediately say, “Russian speakers must have different categories than English speakers do because they divide up the color spectrum differently.” But this argument equates language and categories, which is exactly what we are trying to investigate. Is there independent evidence that Russian speakers treat these two kinds of blue differently than I do? Because when I look at a baby blue, I readily see that it is not that similar to a deep navy blue. It’s not like I can’t see that they differ quite a bit, even though they’re both “blue.” Their common name hasn’t overruled my perception.

It turns out that Russians probably see a bigger difference between the light blue and deep blue than English speakers do (Winawer et al., 2007). However, this is not an enormous difference, but a slight speed advantage in a task in which they have to tell colors apart as fast as possible. Such differences in color naming are perhaps not that surprising, however, given that color is a continuous domain that varies simultaneously in hue, saturation, and brightness (which make up our perception of color). There is no physical discontinuity between orange and red, for example. Rather, as the frequency of light increases, we start to see the color as a less typical red and then an atypical orange, and then a typical orange. The physiology of the visual system is largely responsible for color perception, but languages can and do divide the color spectrum differently. Some languages have only two color words, roughly corresponding to light and dark. Others have many more.

But people who have only a small number of color words are not color blind, nor are they at a loss for describing colors. Rather, they describe colors by using familiar comparisons (Berlin & Kay, 1969). If my language doesn’t have words like green and brown, I can still say that something has the color of grass or river mud. We don’t need color words to see colors, or even to describe them.

The question gets more interesting for more substantive categories, like plants, animals, artifacts, or kinds of people. Do they differ across cultures? To some degree, they must. The world is different in different locations. Australian flora and fauna are largely distinct from those of Europe. The objects one sees in the rain forest are not the objects one sees in the desert. Thus, people will obviously form different categories if they live in very different places. This has nothing to do with language differences and everything to do with the fact that sand gazelles live on the Arabian Peninsula, but not in South America. Black flies are notorious in the northern climes of North America, but I have little idea what they are, having always lived south of their range. So we shouldn’t expect that people across the world have the exact same categories. But there are some things that are found in most human habitations: birds, fish, trees, clouds, dirt, flowers, and so on. Are those categories the same or similar across cultures? And do people form the same kinds of categories in different locations?

Surprisingly, there is a field that tries to answer such questions (and other similar ones), called ethnobiology. It compares the categories that people form of the natural world across cultures. The simplest way to do this is just to walk through the local neighborhood, point to animals and plants, and ask, “What’s that?” Informants reply with a name. As they keep asking, investigators can figure out whether the name refers to, say, all trees, or perhaps to fig trees, or instead to fig trees that provide a particular kind of fruit that is collected by these people. Informants can also answer questions about a category and explain what is and isn’t in it.

I cannot hope to summarize the findings of this field, which is worth exploring. However, one general result is that different cultures do tend to use the categories that biologists tell us exist, especially at the level of the genus. The genus is where categories like oaks, trout, swallows, roses, and the like reside. Brent Berlin (1992), a founder of ethnobiology, suggests that genera (the plural of genus) are too obvious to be missed, like mountains that stick up out of a plain. That is, if you start paying attention to fish, you can’t help noticing that trout are different from other fish and similar to one another; oaks are alike but not similar to pines. The level of the genus is above (more general than) that of the species, where we would distinguish burr oak, brook trout, barn swallows, and so on. Different species are not always distinguished, but this seems to depend on the degree to which those species are of interest to a culture. If things in a domain are hunted, collected, or cultivated, then the culture tends to have specific names for them. If they are not of particular interest or use, then they tend to have names for the genus, but not for various species. Thus, even if the people of the Brazilian rain forests do not form the same categories as the Aboriginal Australians, they both do the same thing—identify the prominent natural kinds that exist in their environments.

Where cultures do seem to differ is with higher-level categories that biology has identified, like vertebrates, arthropods, and reptiles. These categories exist because of a shared evolutionary history and often similar morphological structures. However, those things may be unknown or of little interest to people who are not biologists. Indeed, many cultures do not have a name for mammals, or even all animals. People may not think of small insects or worms as being animals. This makes sense because the larger mammals or birds that we see and interact with have a number of behaviors and uses that are of interest to people. They are not tiny things that live in the dirt or get caught in your hair, so the invertebrates that do so are not considered the same kind of thing as eagles or elk. Higher-level categories seem to be a product of science and so often do not occur in cultures that don’t have an organized science and no particular way to compare the physiology or genetics of different organisms. Furthermore, there are very few properties that are true of all animals or all plants. You can’t say that all plants are tall or edible or can be burned. So what is the purpose of having such a category?

At the other end of things, cultures tend to form specific categories when they have some practical importance (Berlin, 1992, 118–122). When a particular plant is cultivated or actively managed in some way, it is much more likely to be divided into specific categories than a local shrub or flower that has no particular use. In our culture, the formation of specific categories is also related to interest and expertise. The birdwatcher can tell us what specific kind of sparrow we’re looking at, but the ordinary citizen likely cannot.

Indeed, the dominant urban culture of Europe and North America has actually lost knowledge of natural kinds. To begin with, let’s think about the category names that I used as examples of genera: oak, trout, swallow, and rose. These are typical in that they are short, one-word names. They are short because in fact they were the words used most often to describe objects in our environment, and frequently used words tend to be short. In contrast, species often have multiword names, like burr oak, rainbow trout, barn swallow, and California wild rose. This is true of words in many other languages as well. That is, if there are two kinds of agoutis, they will both be called agouti, and then the subtypes will get modified names like black agouti. The fact that English conforms to this pattern of single-word genus names shows that when English was being “invented,” people looked at trees and saw oaks and maples, and looked at birds and saw swallows and robins—the genera. They didn’t just see trees and birds.

It was with a sense of horror, then, that the ethnobiologists—often American—who were documenting how accurate people all over the world were in identifying the genera in their environment discovered that many Americans were in fact no longer able to do so (e.g., Dougherty, 1978). If you do a naming study in a suburban neighborhood or park and point to animals and plants, many people will give answers like tree, bush, grass, bird, or flower. They can, of course, identify some things more specifically, like dogs, cats, deer, or rose bushes, but these are often the items that are cultivated or bred for our own purposes. In modern life, there is literally less nature around us, and we spend less time in it. We’re also less dependent on it for our food and resources. As a result, there has been a devolution of our knowledge of the natural world such that we know many fewer categories.

A colleague of mine who studies this told me an anecdote about a student who volunteered to work in his lab. They were talking about trees, and the student said, “I don’t think I know any kinds of trees … maple … Is that a tree?” So, if this student walks through the local botanical garden, she apparently sees tree, bush, tree, tree, some kind of vine, tree, three bushes, and so on. Now, she can no doubt see that the trees have somewhat different leaves, that some are taller or have different patterned barks, and so on. But she does not have the knowledge to use those features to separate trees into different kinds. Therefore, she can’t learn which ones give syrup, which ones have red berries in the fall, which ones are likely to collapse under heavy snow, and so on. Without categories, you can’t very easily acquire knowledge about the world.

It is obviously possible to overcome this societal tendency. If you become a gardener, you’ll start to learn to classify different kinds of garden plants. You can watch videos about animals and go to the zoo to learn about the various kinds. Birdwatchers certainly know many categories of birds at all levels. However, this is not quite the same as our ancestors of a thousand years ago, who had repeated, everyday contact with nature and therefore learned what its categories were without special study or even YouTube. They learned to tell elms from oaks in the same way that our kids learn to tell laptops from tablet computers without having to take a course or study the objects. And because people referred to the natural world with names of the genera or species that they encountered, these categories were constantly reinforced in everyday life. As I said when discussing the importance of language, if everyone around a child is using words like elm and oak, they will have to learn what constitutes these categories in order to understand and communicate with their community.

But even our ancestors of a thousand years ago only knew the categories of their local environment. When they identified oaks, they were thinking of the few species of oak found in their villages and nearby forests. They might know the species of birds that passed through their neighborhoods each year, but they had no way of knowing about birds from another continent, fish found in the ocean (if they lived inland), or plants cultivated in a different environment. Our ancestors had the advantage over us in their highly detailed knowledge of their environments, but we have the advantage over them in being able to watch David Attenborough films or see exotic birds on the Audubon Society’s social media or in the zoo. For those who pay attention to such things, their category knowledge is much broader, though likely much shallower, than that of our ancestors who lived close to the land.

However, to go back to our original question about whether different cultures have the same categories, the study of categories of the natural world reveals that every culture tends to identify the categories at the level of genus and the more common or useful categories at more specific levels. Given that the specific natural kinds differ across continents, climates, and types of environments, the categories themselves can certainly differ. But the nature and types of categories are largely the same across cultures.



Beyond the Natural World

This discussion has focused on natural kinds. But what about other kinds of categories? Obviously, some categories are specific to a particular culture or place. If religions, cuisines, clothing, political organizations, and family relations differ across cultures, then the categories of those things will also differ. In English, for some reason we group together my mother’s brother and the husband of my mother’s sister: they are both “uncles.” In other cultures, this would be madness: one is related to me by blood and one by marriage, so they would not be seen as having the same relation to me. There is no law of nature to say that these two people are truly the same or different; it is up to our cultures to decide how to treat them. When cultures differ, there will be different categories.

Somewhere in between these purely cultural categories and natural kinds are the manufactured objects that make up so much of our world now. There is to some degree a certain amount of objective reality to those categories, as there is with natural categories. That is, cars certainly have a great deal of similarity, possessing wheels, engines, hoods, seats, steering wheels, brakes, and dozens of other features. It would be hard to imagine that people would not identify this category. However, there are also more obscure categories, like sedans or sports cars, which share features but are less distinctive. I for one have never been sure exactly what a sedan is, even though I have looked the term up multiple times. The distinction between sedans and … well, whatever isn’t a sedan has been of little interest or use to me. Other people in my culture know and use this category with no difficulty.

Do people who speak different languages, and perhaps have different cultures, divide up human artifacts in similar ways? Again, there may be some obvious differences due to some objects being more common in some places than others. Traditional furniture in Japan is not the same as Western furniture, so it is only to be expected that there will be different categories of the two. But in our industrialized world, many items can be found across continents and cultures.

A fascinating study performed by Barbara Malt and colleagues (1999) looked at this question in two ways: naming differences and category differences. I’m going to discuss this study in some detail because it provides an intriguing look into the nature of both language and categories.

Malt and colleagues first formed a set of sixty containers available in American stores and used in everyday life: a milk jug, a shampoo bottle, a juice box, a Chinese food take-out container, an ice cream carton, a peanut butter jar, and so on. They took photos of each item and also added information about what it contained (for non-English speakers who might not be able to read the writing on the labels). They then asked college students in the US, China, and Argentina to name the containers (not the contents) with whatever label seemed best or most natural in their native language. Labels could be multiple words, but their analysis focused on the main term for the container (bottle, jar, carton, etc.). So, if someone called a container “peanut butter jar,” then the researchers counted this as a use of jar. The first question was whether the different languages would agree on labels for the objects. Of course, the words themselves would be different in the three languages. However, it’s possible that all the things that Americans call “jar” get one name by Chinese speakers as well. Although a perfect correspondence is too much to expect, one would guess that things that get one name in one language will mostly get one name in other languages.

In fact, that was not the result. The three languages disagreed greatly in their naming. This can be most easily described by simply looking at the number of names used in the different languages. English speakers used the terms jar, bottle, and container almost a third of the time (for about sixteen objects each), with four straggler names that were used for only a few objects (e.g., one tube). The Spanish speakers, however, had one very common name, frasco, which applied to twenty-eight objects. Then there were fourteen other terms used to label from one to six objects. So, this differs from the English pattern, in that it has one name that is used much more often than any English name, but there are also many more labels used, most of them only once or twice. The Chinese names were different from both of these. The most common term was used to describe forty of the items, and the next was applied to ten of the items. There is clearly no way to make the English or Spanish names fit this labeling pattern. The most common Chinese name was used for objects that English speakers called bottles, containers, and jars. In contrast, the fifteen objects that Americans called container were given seven different Spanish names (frasco, envase, bidon, pote, tarro, talquera, and taper).

So, the languages do not agree on how to divide up these objects. Now, what does this mean about their underlying categories? Do the speakers of different languages think about these objects differently? In addition to the naming task, Malt et al. (1999) asked their subjects to sort the objects into groups of similar items. They could use any features they thought were important to do so. This sorting then allowed the researchers to identify how similar any two items were. For example, if the mustard jar and the peanut butter jar were grouped together by 90% of the subjects, but neither jar was ever grouped with the toothpaste tube, this would tell us about the relative similarities of these three objects. A similarity score was derived for each pair of objects separately for the speakers of each language.

Before reporting the results, let me return to the Whorfian hypothesis. If language is creating our categories, then what should happen when we compare object similarity across cultures? Presumably the similarity of the objects should follow the similarity of the languages. That is, the Spanish speakers should see the twenty-eight objects that they tended to call frasco as quite similar, whereas English speakers should see them as less similar because those objects received three different English names. The result should be that Spanish and English similarity won’t be very great; and Chinese and English similarity should be even worse, as the Chinese should group together forty objects that get three different names in English. Thus, if language determines (or strongly influences) thought, then the categories that people form when sorting should be very different across languages.

That’s not what happened. Instead, there was enormous agreement about object similarity across the three groups. When sorting the objects without naming them, the Chinese, English, and Spanish speakers grouped together items in almost identical ways (correlations of greater than .90). The names in the language did not change people’s underlying categories of which things are most similar. One way to understand this is that some objects that had the same name in a given language were not perceived as being similar, and some things that were thought of as similar nonetheless had different names. For example, Malt and colleagues noted that a bottle of vitamins was actually more similar to things called container than it was to other bottles. The fact that a wine bottle and a vitamin bottle are both called bottle doesn’t make us think that they are the same kind of thing.

There are two important consequences of these findings. The first is that the influence of language on our categories is rather less than one might have expected. The second, which is related to the first, is that we have categories that do not correspond to the names in our language. For example, small plastic bottles with twist-off tops are all quite similar to one another, and tall glass bottles with a cap or cork that contain beverages are all quite similar to one another. But although all these things are called bottle, the plastic pill bottle is not similar to a wine bottle. So, in looking for human categories, language can tell us important information, but there may be other kinds of groupings that people think are important that, for whatever reason, aren’t marked in our language. Of course, we need to keep in mind that the wine and vitamin bottles are much more similar to one another than they are to, say, a beaver, so it is not completely arbitrary that they have the same name. However, it is somewhat arbitrary that one isn’t called a jar or container or the like.

Returning to the question of whether categories are universal, the Malt et al. (1999) study shows surprisingly strong agreement across different languages and cultures. There are no doubt other domains in which agreement would be much lower, such as social relations or personality types. But the overall thrust of this chapter is that people show surprising agreement about the kinds they make across cultures, geographical regions, and the languages they speak. The main differences arise from lack of the objects themselves (e.g., people in Iowa do not form categories of kinds of penguins) or differences in expertise, as greater knowledge of a domain generally leads to more specific categories. Given that, the cognitive abilities that people use to form categories must be quite similar around the world.

Furthermore, although languages can differ significantly in the way that they name objects, this may have little effect on how people think about them. Two objects with the same name may not be thought of as being similar, and similarity is important because, as we saw in chapter 2, that is the basis for identifying many categories, given that definitions generally do not exist for them.



Is Language Reliable?

In general, people have faith in their language. If the language uses a name to label two things, this suggests that the two things are, in some important sense, the same (once one has determined that the label is not ambiguous, like bat). The fact that we call all kinds of tall growing things tree suggests that there is a real class of such things. Otherwise, why would such a name exist?

This faith is not always well placed, however. Research on the natural world is constantly evolving, and it often tells us that things that used to be grouped together shouldn’t really be. For example, rabbits used to be rodents. However, now I read in an authoritative source (Wikipedia) that they were moved out of this category in 1912 by zoologists. When such things happen, the press gleefully publishes articles with headlines like “You’ve Been All Wrong About Rabbits!”

Worse are cases in which the language has always been wrong. This happens when the people who initially named a category gave it a misleading name. For example, English colonists in North America applied the name robin to a common kind of bird that they found there, using the name of a vaguely similar European bird. However, American robins are unrelated to European robins. So, although they are both called robin, they are not in fact in the same category, any more than robins and woodpeckers are. (If you’re not familiar with both birds, look up “American robin” and/or “European robin” on the internet and see how similar they look. Answer: Not.) For US citizens, a more substantive problem is that the extremely common house sparrow is not in fact a sparrow, if by that word we mean the category that includes American species like song sparrows, swamp sparrows, Savannah sparrows, and so on. In fact, the house sparrow is a European interloper that is not related to the American birds called sparrow. (They are instead related to the European tree sparrow, another introduced species.)

Mislabeling of biological kinds has a long history, especially from colonists or explorers who encounter a new kind of animal or plant. When you think about it, coming up with a new common name for a category must be difficult. Imagine that a few hundred years ago, you arrived in Australia and found a whole slew of plants and animals that did not exist back where you came from. How were you supposed to name them all? Using brand new names seems kind of ridiculous: “This tree is a forbula. That shrub is a canatax. That bird is an bububock.” Bububock? Know what is a lot easier? To modify the names that you already know, like Australian oak, Southern pussy willow, or Ogelthorpe’s lark. Of course, you have no reason to think that the tree is actually related to oaks, or the bird to larks (as you know them back home), but as you are not a biologist, that is not really your problem. It kind of looks like a lark, and since there are no real larks flying around, there is no chance of confusion in using the word lark to refer to these birds. Furthermore, the use of familiar names might make it easier for other colonists or visitors to learn the names of these new creatures. Of course, it might have been wiser to consult natives about their names for these things, which would have avoided this confusion, but this was not always done (to put it mildly).

If explorers and colonists did not have a problem with this reusing of names, the same is not true for modern jet travelers who can pop down to Melbourne from England or Canada and then find “oaks” and “larks” that bear no relation to the ones at home. Most such visitors will think, however, that the Australian oak must be a kind of oak, because otherwise why would it have that name? (I made up this example, but I find that there is in fact something called Tasmanian oak, which is wood from three Australian trees—all of which are eucalyptuses, not oaks. Indeed, two of the trees are called the alpine ash and mountain ash, though they are not related to the North American ashes. This is exactly the kind of linguistic mess I am talking about.) Tudge (2005) notes that the word pine has been applied to all kinds of evergreens with needles all over the world, without any regard to whether in fact they are in the same biological category.

This issue of unreliable linguistic categories may be seen in the deathless novelette Pigs Is Pigs by Ellis Parker Butler, a bestseller in 1906. In this book, Mr. Morehouse is trying to receive two guinea pigs that have been delivered to a local shipping company, and he insists on the shipping price of twenty-five cents apiece, which applies to pets. The shipping agent, a humorously dialectal Irishman named Flannery, points out that the cost of shipping pigs is thirty cents apiece. Morehouse points out that this obviously refers to domestic pigs, not guinea pigs, whereupon Flannery insists, “Pigs is pigs …’Twould be much the same was they Dutch pigs or Rooshun pigs.”

Honestly, there is much to say for Flannery’s position. They’re called “pigs”; the regulations refers to “pigs.” So, what’s the problem? It is not up to poor shipping agents to figure out the weird semantics of English category names. However, Mr. Morehouse ends up having the last laugh because he refuses to pick up the guinea pigs, which promptly begin to reproduce … and hilarity results! (The story’s resemblance to a certain Star Trek episode is noteworthy.) But the story does raise the point of why something would be named a kind of pig if it didn’t in fact have something to do with pigs. Although the two animals are clearly different in many ways, maybe guinea pigs are in fact cousins to the porcine ones? I mean, someone gave them that name, and surely that person knew what he or she was doing, right? Wrong. (Nor do they come from Guinea; they are originally from the Andes.)

Manufacturers who name their products can also label them in an aspirational way, such that they have a name that is not really accurate, but which the manufacturer would like it to have. For example, one may call something a sports car that has a weak engine and starts to shake when it gets to sixty-five miles per hour. However, if you’re trying to attract buyers who would like a true sports car but can’t afford one, you might be wise to use this inappropriate name. Some buyers may think that you couldn’t call it a sports car unless it really is one. (If they buy it, they will find out that this assumption is wrong.)

Indeed, you might wonder why it is that the containers that Malt et al. (1999) studied ended up with names that were so misleading in some cases. Why is a short plastic container of your hotel shampoo a bottle? It may be for historical reasons. Old shampoo containers were in fact taller and made of glass, like soda bottles. Over time, though, their material and structure changed, so that my shampoo bottles are made of plastic, have flip-top lids, and often have elliptical or squared-off shapes not found in traditional bottles. Yet, as the shampoo bottle gradually changed, each new version was similar to the previous one, so it kept the old name, a process called chaining. After multiple links in the chain, however, my square plastic shampoo bottle now looks nothing like a wine bottle and is similar to other objects that are not called bottle at all. The gradual nature of the change over time encouraged people to use the same name, and eventually the name no longer matches the similarities of the object very accurately.

In short, language is one cue to category membership, but it is by no means iron-clad.

Category labels that were originally quite reasonable can be superseded by scientific research telling us that things that seemed similar are not in the same category. And sometimes the labels were applied somewhat arbitrarily and do not actually denote real categories, as with the Tasmanian oak and the two robins. It is hard to know for sure whether category names are more helpful than harmful. My intuition is that they are accurate far more often than they are misleading, but to some degree this depends on just what you need the category for. If you’re not a biologist, Tasmanian oak is not that misleading a name for a kind of wood. If you are a biologist, it would be wiser to stick with the Latin name, which is carefully assigned and changes when the species or genus is reassigned in taxonomic theory. However, most speakers don’t use such names (or even know them), so their language is not always accurate in telling them the true categories.

If you are looking for category names to tell you which things are really the same, or at least closely related, I think it is a case of “language user beware.” If it makes a practical difference whether two things that share a name are in the same category (or if it is a particularly large bar bet), I suggest doing some research before committing yourself. Not all pigs is pigs.


Notes


	1. Here, I am only discussing the hypothesis’s implications for categories. There are other claims concerning grammar that are not relevant to our discussion.


	2. It is possible that there are more terms, but they are phrases or words with multiple morphemes, analogous to the English examples snow powder or snowier. If these phrases have conventional meanings, then perhaps they should be counted as different “words” for snow. A dictionary might not list such phrases, for either English or Inuit. However, the basic problem with this story is that the claims for n words for snow never seem to have any empirical basis of someone finding and counting those words (see the following discussion).










II Case Studies




Categories have consequences. My very first example in this book was of how newborns of my generation were categorized as boys and girls at birth. There are few things that are as consequential for people in our world as their identified gender. This is starting to loosen a bit now, with the recognition that both sex and gender are fuzzy categories, with in-between cases and people who do not clearly fit into either of the two main choices. People’s options are much less limited by their gender than in past times. But nonetheless—and certainly at the time of my birth in the 1950s—being classified as a boy or girl changes everything. The clothes that you’re given are different, your hair is cut differently, the games and activities offered to you are different, and the ways people interact with you are different. For the simplest and most common everyday activities, you often have to sort yourself by your gender. You must go to the boys’ or girls’ room in school to use the toilet or wash up; you might be placed in different lines when entering school or moving around; you will likely play in different parts of the playground and have different gym classes, where the games and exercises will differ. Later in life, you may be encouraged to take different courses and go into different careers. Sigmund Freud famously said that anatomy (sex) is destiny. His particular idea of that destiny is probably not true, but in a thousand other ways, these categories affect where we go and what we do.

With categories like gender, we immediately come up against the problem described in chapter 3, namely, whether the category reflects reality or is instead constructed by society. Do our gender categories simply reflect the usual ways that boys and men differ from girls and women? Or do they make people conform to society’s ideas? This is a topic that goes beyond the book’s scope, but it is likely that both of these things are true to some degree.

Of course, gender is a complicated subject because it is correlated with the biological category of sex. It is all too easy to think that the gender differences observed in one particular society arise from underlying biological causes. (This relates to the notion of essentialism, which we’ll return to in a number of the case studies in this part.) Some very important societal categories are clearly constructed rather than based on any natural divisions in the world. For example, categories like professions, various forms of legal status, financial activities, musical genres, or organization types are developed by societies for their own convenience and to allow them to apply rules and conventions differentially. In some cases, the categories arise more or less bottom-up. For example, fans and musicians of a particular musical genre may define it and give it a name. Others might not hear it as being different from another form of music. Is Americana just a form of folk music? Europeans who are not particularly versed in either might hear them as essentially identical, just as people who listen only to pop music might not hear any difference between the baroque and classical periods of European art music. Are these differences real or made up? They are real in the sense that there are things that one can point to where the genres often differ. However, they are made up in the sense that they arise from specific human interests rather than only from the structure of the natural world.

Bottom-up category formation is not the only way that categories come into existence, though. It may be that categories are imposed upon us from above, either by an authority whose claim to knowledge gives him or her some status or a political authority that has the right to say what the categories are. The rulemakers of a sports body decide what the categories are that make up a game: a goal in soccer, a strike in baseball, or a let in tennis. These categories have a status that goes beyond personal opinion.

For example, there is an obscure rule in baseball that if the catcher drops a third strike, the batter is not out and can try to run to first base. There is good reason to wonder why the catcher’s performance should make a difference only for third strikes, but since this is an official rule, players and umpires follow it. The top-down imposition of rules by authorities inevitably creates categories (out versus not out), whatever we might think of the rules or the categories.

As I will discuss in more detail in the rest of this book, medical categories are often determined by health organizations and medical institutions, hopefully based on experience and research. If you have repeated pain in your thigh and claim that you have arthritis of the thigh, your doctor may inform you that arthritis is a disease of the joints, so it cannot occur in the middle of the thigh. From your perspective, all these pains in the muscles and joints are pretty much the same thing—why should you distinguish them? But your doctor will (fortunately) make distinctions based on standard medical categories, and that is how you’re going to be treated. The history of medicine is a constant sequence of overturning or subdividing medical and folk categories. That has very likely been to our great benefit. However, your insurance company might make subcategories of diseases that amount to things like “arthritis that we will pay for the treatment of” versus “arthritis that we won’t pay for,” which are categories that probably aren’t to your benefit (see chapter 7). Furthermore, there is nothing to stop you from using your old category of “arthritis” to think about the pain in your thigh once you leave the doctor’s office, and we will see a number of cases in which people’s everyday categories don’t seem to follow those created by the rulemaking bodies.

Part II discusses in detail some specific categories or kinds of categories using the lessons about how categories work from the earlier chapters. The examples range from the trivial (potato chips and peanut butter) to the literal question of life versus death. If there is a theme to this investigation, it is that each of these categories is more complicated than we thought. Once you get into a specific category, you become aware of the ambiguities, problems, and puzzles that you were blessedly ignorant of when you didn’t think about them. Some problems arise from trying to figure out the categories of nature, and others arise from trying to regulate human activities in a sensible way. When the two collide, chaos can result. We will also see the problems of trying to impose order on the world by making definitions. The result isn’t always pretty.

Each chapter is a more-or-less self-contained case study (including other similar examples), except that chapter 7 is a more general meditation on how determining categories is used in the exercise of power. Some of the case studies get into the weeds, and if you find yourself not that interested in how species are defined, for example, you can skip ahead to the next chapter without losing much. Following part II will be a conclusion, which attempts to summarize some of the lessons learned from all these examples.





5 Legal Categories


The ultimate top-down imposition of categories comes from the legal system. Legislation by its very nature identifies classes of people, objects, and events and then prescribes what they must do or what will happen to them. Let us consider the simplest kind of legal rule, as discussed by Hart (1961) in a classic analysis. Imagine that there is a law prohibiting vehicles from the park. A bicyclist rides her bike through the park and is ticketed by a police officer. The bicyclist insists that the word vehicle means motor vehicles and should not apply to her bike. Is she right? Now imagine that the Park Department itself picks up garbage in the trash cans by sending a very loud, smelly truck through the sylvan pathways of the park. Citizens complain that this truck is clearly a vehicle by anyone’s definition and say that the Park Department must abide by its own rule. Finally, someone has a heart attack in the park, and an ambulance speeds through the curving paths to get to the person and provide immediate aid. But an ambulance is a vehicle if anything is. If a particularly obtuse police officer gave the ambulance driver a ticket, would that stand up in court?

One problem here is that the category identified by the word vehicle is fuzzy, like most categories. Some things are highly typical vehicles, and we can agree that people should not drive sport utility vehicles or land airplanes or drive motorcycles in the park. But other things are only “sort of vehicles,” and it becomes unclear whether the rule applies to them. What about powered scooters, are they allowed? What about children’s little push scooters? What about motorized wheelchairs, or skateboards, or roller skates, or strollers? Legally, one must draw the line somewhere. The police might decide that any object that moves on wheels is a vehicle, thereby freeing the park from the dangers of baby strollers and six-year-olds on roller skates. Or they might decide that only typical motorized vehicles like cars and motorcycles are prohibited by the law, opening the pathways to e-bikes and Segways. Because there is no hard boundary between vehicles and other things that are like vehicles but not actually vehicles, the line drawn by authorities must be to some degree arbitrary.1

Perhaps such an example doesn’t seem very significant, but for defendants in legal cases, category decisions can mean the difference of years in prison. For example, if I rob a local convenience store while holding a baseball bat, is this armed robbery? The baseball bat is not a weapon per se, but it can clearly be used as one, and that was probably my intention at the moment. What if I am holding a cane or have a large, growling dog with me? These are “kind of weapons,” so should a court count them as meeting the statute governing armed robbery when deciding my fate? In modern life, the courts have had to rule on whether novel uses of technology fit the definitions of laws passed before the technology existed. For example, if my ex-wife is not permitted to contact me, does she violate that prohibition if she comments on my social media posts? (Yes, clearly.) What if she just clicks on the “like” icon? (Uhhh …) What if I can tell that she has been viewing my posts even though she doesn’t ever leave a comment? The courts have had to weigh in on these novel forms of “contact” that were obviously not envisioned by legislatures when they passed their legal codes. With the advent of social media and electronic communication, the category of contact has become more complex and fuzzier than before. And with the thousands of consumer products being manufactured, hundreds of disputes have arisen over whether an item is subject to a particular tax or import restrictions. For example, there is a battle over whether Santa Claus costumes are “clothing” (Goldstein, 2015) and therefore subject to import tariffs (see chapter 8 for more on this scenario).

A second factor arises when considering legal categories, namely, what the intent of the law was. (Not all legal theorists agree that this should be a factor, but it nonetheless is widely considered since there is often little else to decide a borderline case.) Why is there even this rule prohibiting vehicles from the park? Presumably it is to increase the enjoyment and safety of the people using it. If so, then you can use this intent to evaluate whether specific items are ruled out. For example, an ambulance will not on balance upset the safety and enjoyment of park users. Indeed, dying from a heart attack or being pulled to the edge of the park with a bone sticking out of your leg so that you can then be loaded into a (legally parked!) ambulance would very much disturb your enjoyment and safety (and that of onlookers), I’m pretty sure. One can argue that the legislators did not intend to keep out lifesaving equipment, as they had no good reason to do so. Of course, this decision must now be made by a judge (another authority), who acts as the interpreter of the legislators’ intent. And the judge is not simply deciding whether an ambulance or stroller is a vehicle but is trying to understand why the law exists and whether these objects fit its meaning. That is not quite the same as a simple category judgment, as some things that are clearly vehicles will probably now be allowed (like ambulances and police cars), and some that are only dubious (like powered skateboards) might be excluded. Thus, the simple category of vehicle that the law seemed to pick out could be replaced in practice by a more complicated “vehicles that that pose a risk or are unnecessarily intrusive to the park’s function.” That category is also very fuzzy, in that the acceptable level of risk and intrusiveness cannot be well-defined. But that doesn’t mean that this standard is not worth trying to achieve.

Of course, lawmakers can attempt to remove judges from the equation by spelling out exactly what they mean. For example, they might say that it is a violation to bring any vehicle, defined as any object with wheels and an engine or motor, into the park. Now it is clearer: bikes and strollers are OK, but powered skateboards aren’t. Of course, the problem with this is that the rulemakers might not think of atypical examples of vehicles that they are ruling out: When people think about a category, it is the typical items that most come to mind. As a result, it is too bad for people in motorized wheelchairs or children with a battery-driven toy car, who are now prohibited from the park. And by the way, your snowmobile is now perfectly legal in the winter because it doesn’t have wheels. When the category is explicitly defined in this way, judges are less likely to try to interpret the rule in a helpful way: Apparently, the legislature knew what it wanted, even if the law has a stupid consequence.

Other legal categories have important consequences. Obviously, being found guilty of any crime can lead to punishment. The crimes themselves are categories: grand theft auto, second-degree murder, wire fraud, and so on are sets of sometimes very different actions that are grouped together under legal definitions. However, like the well-defined categories discussed in chapter 1, they can end up being fuzzy, as it is unclear exactly what the accused intended, or just how threatening a statement was. Thus, there are typical examples of breaking and entering and less typical examples that nonetheless are accepted as fitting that crime. Once you’ve been classified as having committed crime X, there is a set of punishments and requirements that apply to everyone who has committed the crime. In some jurisdictions, there are mandatory sentencing rules that give the judge very little room to modify the sentence, and everyone who is convicted is going to receive about the same punishment, whether their cases are typical or atypical. This is a true categorical system, where once you are classified, the consequences are determined. In other cases, judges or juries may be able to take into account the details of the crime in order to increase or decrease the punishment. Here, the system is not so categorical.

Finally, we should note that there are higher-level categories that are also important, such as the division of crimes into felonies and misdemeanors. In the 2018 election, Florida voted to end a policy of denying felons the right to vote. In Florida, even people who committed crimes at a young age were prevented from voting in their fifties, sixties, or seventies, long after they had served their sentences. Iowa and Kentucky still have such laws on the books. Press accounts at the time of the election reported that more than a million citizens regained their rights to vote as a result of this referendum.2 What this shows is that if your crime was classed as a felony, you lost your right to vote, but if the crime had been classed as a misdemeanor, you did not. At the time, committing a crime that caused a loss of more than $300 would make it a felony. Similarly, being caught with a small amount of marijuana might be a misdemeanor, but being caught with a larger amount would be a felony. If you were just under or just over the criterion amount, there might be very different consequences for your entire life.

It is not difficult to consider borderline cases and wonder whether they really distinguish serious from less serious criminals. If I buy a lot of pot, smoke most of it, and then get caught with the remainder, I get off with a misdemeanor. But if I were caught immediately after the same pot purchase (before I consumed so much of it), I would now be a felon. If I steal a wallet that happened to have $325 in it, I could lose my right to vote for life. But if that wallet happens to have only $290 in it, I wouldn’t. These differences seem very unfair, though eliminating this problem is not necessarily easy. If everything is left up to a judge’s discretion, people with nearly identical crimes might still receive very different sentences, depending on the judgment, political goals, or mood of their particular judge. Thus, having a strict rule that applies to everyone means that everyone is subject to the same classifications.

It is one of the problems of any rule system that specific distinctions are often arbitrary. Every teacher knows perfectly well that the person who got the lowest A− in the class is essentially identical to the person who got the highest B+. Their exam totals might differ by one point, which is pure noise in the measurement of how much they know. But in a grading system where people are divided into categories (letter grades), you have to establish a criterion for each grade. Those criteria can be perfectly reasonable, and yet they simplify the world by distinguishing people who are essentially identical and grouping together people who did not really have the same accomplishments (e.g., grouping the lowest A with the person who made no errors on any assignment or exam). To carry on as a teacher in such a system, you have to learn to shrug and accept this small unfairness by consoling yourself that in general, the A’s actually did better than the B’s and were much better than the C’s, and so on. That is, although the categories are rather arbitrary at the boundaries, as a whole they correctly distinguish different groups of people. Of course, getting a B+ instead of an A− is not as important a cost as losing your right to vote or being required to register your residence for the rest of your life, as happens to people who fall into the highest crime categories. But in all these cases, the precise borders between categories can be essentially arbitrary, and there is no way to avoid that arbitrariness if you insist on dividing things into categories.

In her review of a book about rules, Rivka Galchen (2022) admits to feeling a bit of despair in the end: “Rules that leave a ruler, or a judge, in charge of interpreting them feel at once humanized and corruptible. Rules that allow no exception seem free of human frailty but alien, and unable to admit properly of complexity.” It is very easy to point at what went wrong with an overly strict rule or with a judge who seems biased, but less easy to devise a system of categories that avoids every problem. Wisdom is often required to make a good classification, but wisdom seems unfortunately scarce in the world of practical decisions, and prejudice and inattention are altogether too common.


Notes


	1. In an example close to home, there was a dispute over the new Tappan Zee Bridge crossing the Hudson River in New York State (the so-called Governor Mario Cuomo Bridge). It has a bike lane that was officially off-limits to motorcycles or other motorized vehicles. However, bicycle advocates argued that e-bikes, which have power assist, would allow people to commute by bike between Rockland and Westchester counties, so they should be allowed. The Rockland/Westchester Journal News reported, “ ‘Recently adopted state law says that e-bikes are considered bicycles, and should be allowed’ on the path, [a local bicycle advocate] said Sunday. He said e-bikes are not ‘motorized vehicles’ ” (Kramer, 2020). This seems like the correct decision vis à vis traffic policy, but I for one would still say that e-bikes are motorized vehicles. As in other examples, like ambulances in the park, categorization may be stretched to what seems to make a better law.


	2. Unfortunately, later reports showed that many former felons still could not vote due to unpaid fines or court fees even after their prison terms had ended, seemingly undermining the intent of the new law (Mazzei, 2020).









6 Psychodiagnostic Categories


A fascinating case study of categorization involves the psychodiagnostic categories used to classify mental illness. They touch on many of the questions that this book has raised, such as whether the categories are in the world or our culture, whether they can be defined, and whether they are based on essences. Obviously, mental illness and behavioral disorders are real; millions of people in the US alone suffer from them. What is not so clear is whether the categories that we have made for different people are real, like schizophrenia, bipolar depression, obsessive-compulsive disorder, and borderline personality disorder.

Traditionally, psychiatrists used categories that they learned in their medical education and shared among other psychiatrists. However, individual practitioners could differ somewhat in the categories they used, for example, choosing to apply the label hysteria to many patients or just a few, or entirely eschewing a diagnosis that they didn’t think was helpful. This was not so problematic when treatment was left up to the individual psychiatrist based on the details of each patient’s case. However, it became more so when researchers wished to develop a scientific understanding of mental illness and to be able to make accurate predictions for outcomes and helpful recommendations for treatment. Such activities require that everyone uses the same terms and knows what they mean. If practitioners don’t agree on the diagnosis or use different diagnostic categories, then researchers can’t identify the most effective treatments for bipolar depression, say, because some clinicians don’t use this term and others differ in whom they would diagnose with this label.

For these and other reasons, the American Psychiatric Association has published a diagnostic manual that specifies the major categories of mental disorders, the Diagnostic and Statistical Manual of Mental Disorders, known as the DSM and followed by its edition number. Started in 1952, it is now up to DSM-5. There are also other diagnostic categories, such as the International Classification of Diseases (ICD), which attempts to classify almost all diseases (including mental illness) for the purposes of identifying public health issues around the world, and hopefully also to help direct resources towards the most needful ones (Bowker & Star, 1999).

Forming these categories turns out to be surprisingly difficult. One might point to the fact that psychiatry is still in its early stages, and it is only now discovering the genetic, physiological, and circumstantial factors that cause mental illness. Nonetheless, I still find it surprising that the categories themselves are so controversial. In my naive view, it would be fairly easy for people to agree on what problem a patient has, even though they might disagree on the cause or the best treatment for it. However, that is not always the case. The problem of agreement is one factor making some people wonder whether these categories are in fact “real” or merely conveniences. That is, do they reflect differences in nature, like oaks versus maples, or only practical differences, like tree versus shrub?

Recall that a major discovery about categories is that they are seldom well-defined. Definitions either turn out to be inaccurate or to leave out information that people consider to be important to the categories in question. At the same time that psychologists were testing everyday categories like furniture and dogs, other researchers investigated psychiatric categories.

Cantor, Smith, French, and Mezzich (1980) found that clinicians treated categories like prototypes. That is, some patients are “good” examples of the category, and others are in the category but are less good examples. Clinicians tended to agree that the prototypical cases had schizophrenia, say, but disagreed on the less typical cases, just as college students agreed that a sofa is furniture but disagreed on whether a table lamp fit that category. This suggests that clinicians were not using definitions provided in the DSM. If they had been, then their classification would have been binary: Persons X, Y, and Z are all manic, but persons A, B, and C are not. Instead, classifications were fuzzy, just like for our everyday categories.

The truth is that psychiatric patients vary in every possible way. Depression can vary from extremely severe to occasional and mild; people can have problems with their families ranging from mild frustration to hatred to excessive attachment. Furthermore, symptoms can be combined in every possible combination. It’s not clear that people fall into separate categories the way that, say, animals fall into separate species. There is no animal that has half the features of a cat and half of a dog. However, there are patients who have some of the features associated with two different categories but not all of either. Figuring out how to treat such a person may be difficult; figuring out how to classify such a patient, impossible.

More recent editions of the DSM have explicitly embraced the fuzziness of the categories by using what is essentially a prototype description for many categories. That is, rather than providing a definition for diagnoses, they used checklists in which a number of common symptoms were listed. Patients would be required to have a certain number of the symptoms to be classified with the disorder. (Some diagnoses have some necessary symptoms; that is, they are required to be present to help distinguish similar disorders. But as discussed in chapter 1, the problem in making definitions is usually in discovering features that are both necessary and sufficient.)

For example, the fourth edition of the DSM listed the following criteria for dysthymic disorder (as well as some more detailed disqualifying criteria):

At least two years of depressive symptoms, with more days than not of depressed mood.

While depressed, at least two of the following:


	feelings of hopelessness

	impairment of cognitive functioning

	loss of appetite or overeating

	low levels of energy or fatigue

	low self-esteem

	sleep problems



As can be seen, except for depressed mood (which is found in many disorders), there is no particular symptom that dysthymic patients must have. One person might have feelings of hopelessness and cognitive impairment, whereas another might have neither of these symptoms but could have loss of appetite, low energy, and sleep problems. A really prototypical patient might have most of these symptoms, whereas an atypical patient might have only the minimum two, and those not too badly. Thus, mental illness categories are fuzzy—even according to the manual that professions use to classify people.

This then leads to the question of whether mental illnesses have essences. Many (but by no means all) diseases can be thought of as having essences. Perhaps the illness is caused by a particular virus or bacterium—as AIDS is caused by the HIV virus—or it involves a specific type of damage to a particular organ. Other conditions are names for particular patterns of symptoms that might have very different causes, such as pneumonia.

Treatments for pneumonia may be very similar whether it was caused by a virus, a bacterial lung infection, or heart disease, because of the need to get fluid out of the lungs. Are schizophrenia and borderline personality disorder more like the essentialized diseases such as AIDS or more like conditions such as pneumonia?

Woo-kyoung Ahn and her students at Yale (e.g., Ahn, Flanagan, Marsh, & Sanislow, 2006) have done a fascinating series of studies on how clinicians and laypeople think about mental illness categories. Her work has shown that laypeople tend to think of the categories as more “real” and essentialized than the experts do. They think that there must be something common in people who have a condition, or else they would not all have the same condition. This thing is responsible for their illness. Psychologists who actually treat people are less sure about this. That is, people with borderline personality disorder are somewhat similar, but clinicians also know that they can differ in important ways. And sometimes it is hard to tell whether someone should be in this category or a different one. It is not like trying to tell cats from dogs, nor is there a simple test to find out whether you have a particular condition. So, clinicians often believe that diagnostic categories are to some degree “real,” in that people who are diagnosed with schizophrenia are generally different from those who are diagnosed with bipolar depression, but they also feel that they are categories made up by psychiatrists rather than things that exist in nature. They don’t believe that there is a common cause that explains problems of everyone with a particular diagnosis, unlike AIDS, say, where there is a virus that everyone with the disease has.

One sign that the categories are not necessarily picking out natural kinds is that the DSM (and the ICD) includes a “miscellaneous” category within each family of disorders, in order to accept people who are not fit by any of the categories, usually listed as “X, not otherwise specified.” That is, your patient seems to have a personality disorder, but it doesn’t fit very well into any of the specific disorders mentioned. There are also categories like “undifferentiated schizophrenia,” which include people who do not have any of the particular types. Some writers have complained that therapists use these “not otherwise specified” categories too often (Kupfer & Regier, 2011), though it is not clear whether the fault lies in the clinician or the taxonomy of illness itself.

The psychologist Nick Haslam (2002) has suggested that psychiatric categories might run the gamut from things that are not categories at all to essentialized categories, with intermediate cases. An example of a disorder that is not a category is when people are too high or low on a psychological dimension that people normally differ on. For example, people differ in how much anxiety they experience, and we all have anxious and nonanxious moments in our lives. People who are very often at a very high level of anxiety have a psychological problem and may need help. But these high-anxiety people may not be a truly separate category—they merely have more of this emotion than others do. There may be no gap in anxiety level to separate the excessively anxious from everyone else. They just have higher anxiety in the same way that people vary in height: Some are 6ʹ6ʺ tall, a very few are 6ʹ10ʺ tall, and so on. But there is no gap in height to indicate that “normal” and “excessively tall” people are in different categories.

Clinicians might have to establish a criterion that says, “More than X amount of anxiety is a problem that needs to be treated.” However, that doesn’t mean that there is a real difference between people who are just above X and those who are just below it. Rather, the criterion is just a practically derived level of anxiety that clinicians have identified as often causing problems. So, saying that there may be no category of high-anxiety people doesn’t mean that those people don’t have high anxiety and need help; it just means that there is no specific dividing line between these people and the rest of the population. We have made up the categories as guidelines for treatment, not because they are separate kinds of things. (Siskind, n.d., has a good discussion of this for those interested.)

Haslam (2002) argues that other psychiatric categories are fuzzy categories like furniture, which are associated with multiple features, even though none of them is definitional. He suggests that borderline personality disorder might be one example, in which there are multiple features that tend to go together, but not perfectly. Most researchers do not believe that personality disorders have an essence.

Finally, a few psychiatric categories may be true natural kinds, like gold or rainbow trout. That is, they have an underlying cause that is found in nature and that separates those things from other things. Haslam suggests that disorders that are caused by a single genetic mutation might be an example. Although these are rare, they clearly have an underlying cause. In contrast, diseases like schizophrenia are associated with many genetic predictors as well as environmental factors, so they may have no common underlying cause even if the patients have similar symptoms.

The upshot of all this is that even within a single domain, categories may be very diverse. In some sense, psychodiagnostic categories must be a mixed bag because they include any kind of psychological problem that rises to the level of demanding treatment. There is no law saying that all those problems have to be the same kind of thing, or even that there have to be categories at all. My suspicion is that the same would be true if one were to look at other medical problems, such as skin conditions needing treatment. Some of them are likely to be merely an excess of a normal condition (e.g., overly oily skin), others may have an essence (e.g., a specific kind of skin cancer), and others may be fuzzy categories with a variety of causes (e.g., eczema).

The refinement of the DSM’s categories continues with every edition. Indeed, some have criticized this, pointing out that the changes in diagnoses makes it difficult for practitioners and researchers alike, as a person who was in category X in the third edition might be in category Y in the fourth. Indeed, the number of diagnoses increased from 128 in 1952 to 541 in 2013. If the categories keep changing, how reliable can they be? However, perhaps that is primarily a problem for clinicians (and record-keepers) and is actually a reflection of our science improving and making more accurate categories. Perhaps!


Later Developments

In the past few decades, the status of psychodiagnostic categories has greatly changed within the scientific community (though not necessarily within traditional therapy). Those who are interested in these categories may find this change to be of interest, but others may find that it gets too far into the weeds and would be advised to skip to chapter 7.

The greatest challenge to psychodiagnostic categories has come in this century, when they were essentially jettisoned by the primary American funder of scientific research on mental problems, the National Institute of Mental Health (NIMH). Rather than using the DSM or other diagnostic categories, NIMH introduced Research Domain Criteria (RDoC, usually pronounced as “Are-doc”), which are fairly discrete processes or capacities that can go wrong in different disorders. For example, rather than using categories like posttraumatic stress disorder (PTSD) or obsessive-compulsive disorder, the RDoC list specific psychological issues that might be involved in these or other disorders. For example, one “domain” is negative valence systems, whose components include acute threat (fear), potential threat (anxiety), sustained threat, loss, and frustrative nonreward. (I don’t know what the last one is, but I don’t want to have it.) The RDoCs are listed on NIMH’s website for the curious reader to examine.

If you want to do research funded by NIMH, you can’t get a grant to study PTSD, for example. Instead, you must specify particular RDoC that you will use to identify your research subjects. For example, you might look at people with acute threat problems. The interesting result of this change is that you might now include many people with PTSD in your study, but you might also include people who have been diagnosed with other problems, such as anxiety disorders or social disorders. And some of your old PTSD patients may no longer qualify for your study. For people who have spent their lives studying schizophrenia or PTSD, it was unnerving to find that the target of their research was no longer an appropriate subject for research funding.

Why did the NIMH do this? The rationale was that the DSM categories were developed for the use of clinicians to identify people with similar profiles, but they were not developed to identify underlying causes. For example, you and I both might have problems with anxiety. In your case, anxiety makes you act out, do socially inappropriate things, or even become violent. In my case, anxiety makes me withdraw and refuse to engage with people. From a clinical perspective, these are different conditions, which probably need different behavioral treatments. But if the underlying cause of our problems is too much anxiety, we might actually have a similar physiological or brain state that could be addressed (in part) with a similar biological treatment. Thus, we could share an RDoC in spite of our different behaviors, and a new treatment for anxiety might help both of us.

As I have pointed out, when the DSM criteria require people to have, say, three out of seven listed symptoms, different patients with the same diagnosis might or might not share many symptoms. According to NIMH, if this is your study group, you can’t find its underlying problems because the members don’t have a consistent set of symptoms. In contrast, if you identify patients based on a specific symptom, the reasoning goes, you might find out that many people with that symptom have a particular brain issue or chemical imbalance, regardless of what their clinical diagnosis is.

The NIMH makes it clear that it is not attempting to replace or eliminate diagnostic categories like the DSM. However, it’s possible that in the future, the DSM categories will not be needed. “In the future, research supported by RDoC could inform diagnostic approaches using new laboratory procedures, behavioral assessments, and novel instruments to provide enhanced treatment and prevention interventions” (NIMH, n.d.).

The institute believes that genetic analyses, measures of brain circuits, and other biological samples will eventually provide a better way of identifying mental health problems and treatments specifically for people who have those problems. They make an analogy to cancer, where identifying the particular strain of a cancer can help oncologists design treatments that will target that particular kind of cell (Insel, 2013). Schizophrenia might have a number of separate causes, some of which are present and some absent in any given patient. By identifying those causes, treatments specific to a particular patient can be devised.

Whether this new approach will work has yet to be seen. As I understand it, part of the motivation for this is the fact that treatment for mental health has not shown the same kind of success that has been found in medicine in general. As Thomas Insel (2013), then the director of NIMH, pointed out in his TEDx talk, deaths from heart disease, cancer, and AIDS have all decreased greatly over the past several decades. But we have not shown the same rate of cure for depression, schizophrenia, or anxiety. It is probably worthwhile to attempt a new approach.

One might suggest that NIMH has discarded categories and replaced them with symptoms. This is to some degree true, but of course, the new criteria form categories of their own. That is, people suffering from frustrative nonreward are now a group of people who are treated as more or less the same by researchers. Furthermore, this is a fuzzy category, as some people really have this symptom and others have it a bit more than the average person, and thus might or might not be included in the category. And later research might show that people who have frustrative nonreward and social problems have a particular set of problems beyond those of people who have only one of the conditions. If this happens, we will end up with richer psychiatric categories more like the DSM’s in the sense of referring to multiple features (only derived through a very different process).

This example helps to remind us of the dangers of thinking of something as being the category. When we look at an animal or object or person, it is natural to think, “What is that thing/person?” as if there is one answer. But the categories that are useful for one purpose might not be useful for another. For clinicians and descriptive purposes, it might be very useful to classify someone as having obsessive-compulsive disorder. For research purposes, it might be better to group the person with others who have underlying anxiety or thought disorders, even if they seem very different in their outward behaviors. For legal purposes, it might be most reasonable to classify the person as someone with a disability. Categories can be real, useful categories, but that doesn’t mean that other categories won’t be more useful for specific purposes. We might classify an animal we see as a wolf, which is certainly an important part of the animal’s identity. But in other situations, it might be more important to classify it as a carnivore, a mammal, or a creature of the tundra. People with mental health issues can’t be reduced to a single category any more than other people or wolves can.






7 Categories and Power


The case studies discussed in the previous chapters remind us that categories can be political and social tools. An old department chair of mine had the saying, “She who sets the agenda controls the meeting.” We might coin a new one, “Those who make the categories control the outcomes.” If your psychodiagnostic categories are made by working therapists and physicians, they might facilitate treatment—and also benefit those practitioners. If they are made by researchers, they might not be very useful for treatment at all. And if they are made by insurance companies, all bets are off.

We would like to think that important categories are made by authorities who are devoted to truth and reflecting reality. That is not always the case, but even when authorities are well-meaning, the truth and reality that one authority seeks to reflect may not be the same as what others would like to reflect. I’m not referring only to evil attempts to warp categories to a desired end, but also to the fact that what is a good way of dividing up the world for me and my field might turn out to be a bad way for other people and other purposes. If animals are classified according to their involvement in hunting, trapping, and fishing, that classification is not going to be very useful for taxonomic biologists. And that classification will not be very useful for ecologists, nor will it be useful for pest control. Earlier I used the example that for some purposes, it might be better to think of a wolf as a carnivore or tundra creature than a mammal. That doesn’t mean that any of these classifications is wrong, but if you can use only one of them, that is going to make it awkward to do some important tasks in our thinking about and dealing with wolves. If someone imposes a classification system on you, it might not be one that would make your life easier and better.

However, lest we get too caught up in the possibility of manipulation and one-sided categories, we should also keep in mind the fact that current knowledge and practical factors have an enormous influence on the categories we can form. Bowker and Star (1999, 46) report that the first version of the International Classification of Diseases (ICD) listed only around 200 diseases, not because that was the actual number of known diseases, but because that was all that fit on the pages used to record the statistics.

The same source reproduces a fascinating table of causes of deaths (“Casualties”) in England in the seventeenth century. Some of these causes are frankly difficult to understand as possible causes of death to our modern minds, like Head-Ach, Meagrom (migraine), Grief, Itch, Mother, Surfet (surfeit), and Vomiting. A headache or even a migraine does not itself cause death.

Presumably most such cases were due to a stroke or blockage of a blood vessel. However, in the seventeenth century, headache was apparently a serious illness that could kill you. Surfeit, we are informed, is the condition of being overfed, resulting in discomfort or illness. That does not sound like a cause of death to me, although death might certainly strike someone after a heavy eating episode. More likely, it was a heart attack or stroke, no? Similarly, vomiting is a symptom of something wrong but not really a cause of death itself. But if you have no clue what underlying illness was the actual cause, then vomiting it is. And what was meant by “Mother,” I don’t really know. In general, these categories reflect the lack of medical knowledge at the time, relying on superficial symptoms because underlying causes were simply unknown. As such, they do not seem particularly helpful—to anyone.

Some of the causes are a mixture of medical and other information, like the category Fainted in a Bath. There is already a category for stroke (Apoplex and Suddenly), so why introduce the location of the fainting into the category? There don’t seem to be categories of dying in bed, on the road, and so on.

The categories in this list are a grab bag of various things and are by no means exclusive of one another. We should give credit to modern bureaucracy that such categories are now regularized and to a much greater degree mutually exclusive. Probably different authorities throughout England recorded different things, which then had to be combined into a single table of causes. If the people in Northumberland recorded some deaths as “Bleeding,” but those in Sussex recorded them under the specific injuries that caused the bleeding, then both kinds of categories might get into the big list. If those idiots in Plymouth list a number of cases of Fainting in a Bath, and you have no idea what any other cause is, then you have to include it as a separate category, even though no one else is using it.

Insurance companies and health authorities have done their best to get rid of such inconsistencies nowadays, and that is one of the reasons for the ICD and similar censuses. If every country reports illnesses and deaths using the ICD, we can add up the cases around the world and see what needs our attention most. If everyone uses different categories, we won’t really know what is going on. Recall that this was one of the rationales for the development of the DSM for psychodiagnostic categories (chapter 6); that is, different psychiatrists using different terms or categories such that communication and research could be difficult.

Indeed, in a study of why it took so long for terrible medical practices like bleeding to be given up, Wootton (2006) argued that one factor was the failure to properly categorize and count. To confirm that bleeding a patient with pneumonia doesn’t actually help, you need to classify a group of people as having pneumonia and tally the patients who died after being bled as opposed to being left alone. But a clinical bias to treat each patient as unique, plus the lack of laboratory work that would identify people who have the same illness, meant that for a long time, doctors did not carry out such simple comparisons, allowing bad treatments to continue far too long. Proper categorization is essential for both research and treatment.

Bowker and Star (1999) point out the trickiness of categories of controversial issues when the categories are supposed to be used by every country in the world. For example, is the loss of a fetus considered to be the death of a child, a mother’s miscarriage, or stillbirth? In some countries, abortion of a four-month-old fetus, even for medical reasons, would be considered homicide, which is another ICD category. So, is abortion just listed, regardless of fetal age, without any entry in another category? And will health authorities around the world abide by that (or any other) decision? Local doctors may object to international health organizations imposing categories on them that they do not use or agree with.

The political nature of categories has played out in the US multiple times as well. For many years, the DSM included homosexuality as a mental disorder, and it took a long fight before it was removed. Part of this reflected changes in the field of psychiatry, and part reflected political pressure by gay rights groups that demanded the right to be identified as normal. That change is very widely accepted in psychiatric circles now. A more current dispute is over transgender classification. Can people change their gender? Clearly, they can change their identification, dress, and even some anatomical features. But to legally change your gender can require a lot of effort and may not be possible for everyone who desires it. The rules in the US vary by state, from “You’re stuck with the sex listed on your birth certificate,” to having to convince a judge that this is a good idea, to just filling out a few forms. Sex and gender do not really differ across the fifty states, but our rules regarding classification of people do differ, often drastically. Thus, the gender categories that are listed on every piece of identification and many legal documents are not effectively the same categories across all the states. This is not by choice of the people involved but rather is a political choice by the politicians in each state.

The first and most important place where society can take control is in deciding which categories to use. If your insurance company doesn’t have a category for your illness, you might not get coverage for it—or will get manifestly inadequate coverage for some vague illness involving nausea or generalized pain (i.e., one of your symptoms). If we take “Fainted in a Bath” off our list of causes of death, then it doesn’t exist for the purposes of health authorities. If homosexuality is listed in the DSM categories, then gay people in our society have a mental illness; if it isn’t, then they don’t.

The next step is setting up the criteria for categories. If your insurance company has an extremely restrictive set of criteria for your disease, you may find that all your doctors think that you have it, but your insurance company doesn’t. If your state classifies your vehicle as a luxury car or a gas guzzler, perhaps you’ll pay additional fees each time you renew your registration. But the establishment of the category of gas guzzler allows a large range of cars that might or might not be included. And does it depend on the size of the car or its purpose? Should a pickup truck be judged by the same rules as a sedan? Should vehicles necessary for your business be subject to this tax, or does it apply only to family and leisure vehicles? Determining the criteria for such categories is an exercise in public policy and politics; it’s not just a matter of describing the world.

Categories of medical conditions should be less controversial, as any attempt to improve public health or prevent injuries typically requires a statistical analysis of what and where the problem is. What are the major kinds of accidents? Who suffers from them? Under what circumstances do accidents occur? We need to have statistics to see where we should focus our attention in accident prevention. But tallying statistics requires classification. To count things, you first have to have a way of dividing up the events and objects in the world so you can keep track of them. That may seem easy, but messy world events can pose practical problems. Suppose that a bicyclist runs into a car and is injured. (Of course, the reverse is much, much more frequent.) Is that a bike accident or a car accident—or both? Does it depend just on the vehicles or on who is at fault? Do we further subdivide these categories based on other factors, like time of day, ages of the people involved, the type of road, and the weather conditions? Anything that isn’t classified and counted can’t be seen and therefore can’t be taken into account in future prevention measures. But classifying and subclassifying unrelated variables takes time and resources and can add confusion to the overall picture. Lots and lots of small categories are inherently noisy and may not reveal patterns that are apparent in larger groupings.

A practical problem of classification came when deaths from COVID-19 were reported in some detail in late August 2020. A number of people examined the statistics and then concluded that the deadly virus was actually responsible for only a small number of deaths, contrary to the prevailing theory. For example, even one US senator suggested that the number of deaths in the US was under 10,000 (Gabriel, 2020). However, these claims were false. At the time, the Centers for Disease Control and Prevention (CDC) tabulated over 160,000 deaths due to the virus (and that figure was almost certainly an underestimate since testing was inadequate early in the pandemic). The problem is that the cause of death on many certificates listed other things as well as (or, in some cases, instead of) COVID-19. For example, if the virus caused uncontrollable pneumonia, the certificate might list respiratory failure as a cause of death. If the immediate cause was heart failure (another effect of the disease), that might be given as the single cause on the certificate. Furthermore, the CDC statistics also listed prior conditions that seem related to worse outcomes in infected people, like hypertension, obesity, or diabetes. The result was that relatively few of the cases tabulated had only COVID listed as the cause of death. By listing multiple causes, confusion was created over exactly what the people died from. In some cases, the other cause listed was itself caused by the virus (e.g., respiratory failure), so it was not truly a separate cause. Prior conditions probably do lead to worse outcomes from the disease, but as experts noted, very few people spontaneously die from hypertension or diabetes. Very few of those people were going to die from those comorbidities in 2020. It was only when their systems were attacked by the virus that they died. So it was in fact fully correct to count all these things as “COVID deaths.”

A number of these interpretations of the statistics were politically motivated. However, the case illustrates the problem of classification that can arise when tracking diseases and health problems. If I had an accident, which led to my being hospitalized, which led to my getting an antibiotic-resistant infection, which led to my heart failing, which in part was affected by my hypertension, what caused my death? In some sense, all those things did. But the decision of how to classify the death is not easy to make, and it has implications for health policy.

The ICD says that the first event in the chain of causation is the official cause of death (Bowker & Star, 1999, 102). However, as the causal chain gets longer and longer, this is probably harder to carry out in practice, as one can imagine many events along the way that could have happened differently and prevented the death. There is no simple answer to this problem in terms of classification. We can simplify things by putting events into categories, but that always comes with a cost of losing information or distorting reality to some degree. In some cases, the answer may be to have different categorizations of the world for different purposes. There is no single “correct” categorization scheme that can serve all our goals. If my full medical records are preserved, my sad case can be entered into analyses of hospital-based infections, hypertension, or accidents, each of which can tell us something different about what causes death.

My own view is that classifying complicated situations is generally helpful, as it allows us to count and identify common problems or good situations. One can pessimistically point out all the problems of simplifying complicated situations in order to form categories, the unfortunate intervention of politics, or the self-interested decisions of commercial entities, but failure to categorize may cause the opposite problem of leaving us swamped in detail and therefore unable to act effectively, as in Wootton’s critique of pre-twentieth-century medicine. At the same time, we must be flexible enough to consider other categories that could be more useful for answering different questions.

Let me end this discussion with a final example, this time of categories doing good.

Consider this question, offered by @jessicaleecohen on Twitter: If you had a choice, would you have a baby when you were 34 years + 11 months or 35 years + 1 month old? Maybe it is better to be younger, but two months can’t make a real difference, can it? But a study by Geiger, Clapp, and Cohen (2021) found that it does make a difference—and being younger isn’t better. If you are pregnant and expecting to give birth at age thirty-five or older, you are considered to be of “advanced maternal age.” Doctors often give more attention to and are more active in treating people who fall into this category. Such patients make more visits to health professionals and are more likely to received detailed prenatal tests of various kinds. The result is that people who fall just above this cutoff get more treatment and have slightly, but significantly, better outcomes than those who fall just below it. So, even though age is normally a risk factor, being just old enough to fall into this category actually improves your outcome relative to being just a bit younger.

It is great that doctors use this category, which seems to help both mother and child. That shows the power of categories for doing good. However, the authors also point out that these results suggest that those who are almost, but not quite, “advanced” in age might also benefit from additional attention. The effect of age on pregnancy is continuous (though not linear), and the function does not make a jump on your thirty-fifth birthday. The advantage of having the category is that it makes sure that some patients get the attention they need. But doctors may need to resist the implication that anyone younger than that age falls into the same low-risk category. Any benefit of categories must be weighed against the costs they incur. To be clear, thirty-four-year-olds are not worse off because of the attention that thirty-five-year-olds get. But they may also need some additional help that the simplification of categories does not immediately suggest.





8 Species


When I talked in chapter 2 about the problem of trying to make definitions, I considered some examples from the biological world, mostly involving animals. I argued there that it is impossible to create any kind of reasonable definition for what is a dog or an osedax or an oak. The features that most organisms have are not really necessary. If an oak never put out any acorns, for example, perhaps because of the climate, sickness, or even a genetic anomaly, I think we would all say, “Wow, an oak that doesn’t produce acorns!” rather than “That isn’t an oak—it doesn’t have the necessary features.” (If we did say that it wasn’t an oak, it’s not clear what it would be, as there is no category of trees exactly like oaks, only not producing acorns.) Furthermore, problems of sexual dimorphism and multiple life stages make such definitions problematic. Whatever definition you have that fits a larva, it isn’t going to fit the butterfly that it is going to develop into. So how can we have a definition that fits the monarch in both its caterpillar and butterfly forms?

Biologists seem to agree that there is no necessary set of features within a species that can define it. (I take many of my generalizations in this chapter from the essays in Wilson, 1999). But if we go beyond visible features, surely there is some kind of genetic code that can decide what category something is in. After all, dogs and cats really are different, right? And those differences are genetically determined to a large degree. So, doesn’t it follow that there are some genes that make something a dog and others that make something a cat? That sounds like a genetic definition.

But there seems to be agreement among theorists that there are no such defining genes. There are multiple reasons for this. First, we need to understand that there are many genes that differ between cats and dogs (as well as many that are the same). Because of that, individual genes are not necessary to keep dogs and cats separate. That is, if dogs generally have 100 genes that cats generally don’t, an animal that has only 99 of those genes is still going to end up much like a dog and not much like a cat. All 100 of those genes don’t have to be present to make something a dog. But without necessary genes, we can’t have a genetic definition. If there were a gene that all dogs had and all cats didn’t, the next question would be how we would classify a hypothetical animal that had the other dog genes but not this one. If such a thing could exist, would people think that it was a dog? If so, then the gene is not really necessary—it only happens to be present in all dogs. With modern genetic manipulations, this thought experiment could actually be carried out if anyone cared enough to do so.

A second problem with trying to define species in terms of genes is theoretical. The whole theory of evolution depends on genetic diversity. Natural selection works when organisms differ in their genes, and the ones with successful genes reproduce more than the ones with other genes. So if there were some genes that were truly necessary, that is, that must be found in every single member of a species, then that species could not evolve, nor could a different species form out of it. All the progeny of that species would have those defining genes, and so no new species would ever be formed. You might argue, “It could evolve in its other genes, though, so evolution would still be possible.” Yes, but we just said that it is the essential genes that make up the species (they are in the definition), so changes in the other genes wouldn’t result in a different species. The conclusion is that no genes are found in all and only the members of a given species, or else evolution as we see it would not occur.

Furthermore, biologists remind us that a species is constantly changing. The birds that we see in our bird books, for example, are only a snapshot of those species in our own time. The red-tailed hawk of 2020 is not the same as the red-tailed hawk of 10,000 or 100,000 years ago. And the red-tailed hawk of 2523 may not be the same as the red-tailed hawk of today. The species at any one time is a product of its history, and that history changes over the course of years, so that it drifts into new forms and distributions of genes. Rats living in many parts of the US have developed an immunity to common rat poison through natural selection. That was not true of the North American rats of 1800. However, these rats are the same species—it’s just that the species has changed its genetic makeup in response to evolutionary pressure. Aspects of a species that are very common now may not have existed in the past and may not exist in the future. Species are literally moving targets, and we shouldn’t take our current view of a species as representing its entire life span. We don’t really know what genes it might have in the future.

As a result, biologists have generally rejected the idea that we can identify a species by a particular gene or genes. However, in researching this topic, I came across an even more disturbing problem than the lack of definitions. It seems that no one agrees on what a species is.

How can that be? This category is central in much of biology. Isn’t Darwin’s great book named On the Origin of Species? Yes, but there are two basic problems. One is the moving target aspect of species that I mentioned. The other is the fact that biological kinds are extraordinarily diverse, and when you make a definition of species that fits your favorite organism, someone who specializes in another kind of organism will tell you how it doesn’t work for theirs. In the following discussion, I briefly describe attempts to define the concept of a species and why they have not been fully successful. The upshot is, of course, that if we can’t define the concept of a species, then it seems doubtful that we can define specific species themselves. This problem has practical consequences for biologists, resulting in what Yoon (2009, 181) calls the “most despised of controversies in evolutionary biology, the endlessly discussed but never resolved ‘species problem.’ ” I find this a fascinating question, but it admittedly does get a bit nerdy. If it is too much for you, just skip on to the next chapter.

The first attempt to define species was to say that there were some essential properties that all members of the species had. However, we have seen the problem with trying to identify defining features, and after Darwin, such attempts were eventually abandoned.

A modern attempt to define species was one that I learned in my Intro Biology class: A species is a freely interbreeding population, isolated from other populations. That is, dogs in principle can breed with all other dogs and do not breed with cats or alligators or rosebushes. In contrast, French poodles are not a species because they can interbreed with things that are not French poodles. Defining a species as a population rather than in terms of essential features is in keeping with evolutionary theory and also allows the possibility that the species will evolve over time—populations change. It denies that there is a classical definition in the sense of necessary and sufficient features (four legs, fur, four-chambered heart, etc.), but it does provide a general definition for the concept of species, at least.

Unfortunately … no, it doesn’t quite work either. There are a number of problems for this account. One can be found in the example of dogs. Is it really the case that every dog can breed with every other dog of the opposite sex? It’s not clear that they all can, given the fact that breeding has created dogs that differ massively in size. I don’t want to draw an explicit picture of how difficult it might be for your mastiff to mate with your neighbor’s mini-chihuahua, but I think that you can recognize the problem.

Another problem occurs in nature, when subpopulations of a species become separated. For example, consider the house sparrow. As bird-lovers know, the house sparrow is not closely related to native North American sparrows. It is an unrelated European invader, which was imported to the Americas by a bird lover who didn’t realize what he was inflicting on the continent. Now the house sparrow is extremely well established in North America. In fact, it is perhaps the widest-dispersed bird species on the planet (my source for this discussion is Anderson, 2006). Most people would say that it is the same species as the house sparrows in Europe. They certainly share common ancestry. But the two populations do not interbreed. And house sparrows have also found their way to Australia, and they clearly don’t interbreed with the other two groups. So … they’re not the same species? It seems that they should be, as they are so similar, but they don’t quite fit the definition because they don’t interbreed.

One might suggest that if we brought together a boy house sparrow from America with a girl house sparrow from Australia, and they hit it off, they could reproduce. But in fact we haven’t done so, and this is just our supposition, so it is not really helpful in telling whether the different birds are in the same or different species. If they are in fact not interbreeding, perhaps they aren’t the same species, even though they are virtually identical. A good reason to say this is that environmental differences between the continents may eventually result in birds that are not as similar as they are now, through genetic selection, which is a classic method of species formation. Indeed, there are some properties of North American house sparrows that don’t seem to appear in their European forebears (Anderson, 2006, 41–42).

Furthermore, there are some species that are not reproductively isolated from others. The literature on this topic often refers to oak species, which apparently can mate with other species of oaks. Oaks usually don’t interbreed with other species, but they can do so when the mood strikes them. The hybrid offspring is viable and can reproduce. Yet everyone seems to think that the different kinds of oaks (white oak, burr oak, pin oak, etc.) are different species.

Finally, there are asexual organisms. By definition, they do not interbreed. But the interbreeding population definition of species seems to tell us that each asexual organism is itself a species—it is reproductively isolated, after all. That doesn’t seem right. Certainly, we name species of bacteria and expect that different examples are both members of the same species, even if they cannot interbreed.

This interbreeding population idea works pretty well in practice for many cases, but even then it runs into problems. One of these is deciding whether two populations are different species or merely form “subspecies” (varieties that may differ in some less significant features). These situations can be very messy, in which different parts of the definition conflict or are mostly but not completely true, leaving researchers with no clear answer. For example, Anderson (2006) discusses two subgroups of European sparrows, the Italian and Spanish house sparrows, concluding that the Italian birds are the same species as the main European population but the Spanish ones are not. However, his discussion makes it clear that biologists disagree about this, because all these sparrows can interbreed (and some occasionally do), and the populations have some reliable differences. As we’ve seen for many other examples, you can make a very precise rule if you like, but the world will likely mess it up by being imprecise.

There is a surprising account of species that has become quite popular (Hull, 1978), namely that a species is an individual. That is, we should not think of house sparrows as a set of animals, but as an individual with a history and a future. Consider yourself. You did not exist before you were born (just as species did not exist before their speciation). At first, you were quite small, perhaps hairless, with strange proportions, almost no motor control, and so on. Later, you developed and grew, your brain developed, you grew hair and added teeth (twice), your reproductive organs changed and became fertile, you engaged in many new behaviors, and so on. Along the way, you might have lost a body part or two (definitely teeth, probably hair, maybe something more substantive), and at the end of life, you might shrink a bit and lose some of your working parts, but you are still the same person through all of this, in spite of all these changes. Eventually, you will die and will be gone (see chapter 11!).

A species is similar in that it is born at a specific event, when it branches off from another species, and then develops and changes throughout its lifetime. Specific parts of the species (individual organisms) come and go, but it’s still the same species throughout these changes. As Homo sapiens continues to evolve, it will remain the same species. Finally, like other individuals, species have an end to their lives, when extinction occurs. So what makes something a member of a species, then, is that it is part of this individual: it is part of the lineage that originally split off from some other species many years ago.

There is no other definition of what a dog or house sparrow is besides that it is part of that lineage. Usually, we can tell from surface characteristics what did and didn’t come from the same lineage, but if not, then we have to ask the biologists to do magic with genetics to tell us whether two organisms are related.

Intuitively, this idea can be hard to grasp. After all, if you have two dogs, they are clearly two individuals, Spot and Tighe. They are not a single individual. Right, but the species is a single individual. Think about your biological family. Family membership is determined by history, that is, parentage, and there are no other characteristics that can put someone into your family, no matter how similar they are to you or your relatives. And the family is in some sense an individual entity, in that it shares this parental history. Furthermore, families can die if one generation doesn’t reproduce. Of course, you and your sister are not the same person, but that doesn’t mean that your family can’t be a unit. A species, then, is an individual, analogous to your family.

This idea is perhaps more of a philosophical answer to the question of what a species is. It doesn’t provide concrete advice for us to figure out whether two plants that we find are part of the same or different species. Then we are thrown back on investigations of the plants’ properties, genes, and some idea of how those might vary within or across species. This has led some experts to suggest that there is no single concept of a species. Rather, different definitions will have to be worked out for different purposes. Ecologists might have a need for species to be defined in one way; geneticists might have a different need; and population biologists might have yet another. The answer for fish may not be the same as for bacteria. Some people find this a satisfying answer to the whole question, whereas others reject it as giving up. I think that such a view is more a matter of facing reality than giving up, but I will leave it to you to make your own decision.

Since we have been talking about species here, it is perhaps worth briefly considering higher-level categories, like orders, families, and those other categories that we may have learned in high school biology. If you look up an organism in an encyclopedia, the entry usually provides a helpful list of its entire Linnaean hierarchy. For example, if you look up the wolf in Wikipedia, you find that it is in the species Canis lupus, the genus Canis, the family Canidae, the order Carnivora, the class Mammalia, the phylum Chordata, and kingdom Animalia. The questions we asked about species can be asked about these higher-level categories. What makes something a class or order?

Sadly, there is general agreement that these higher categories “do not exist.” That is, it can be helpful to talk about canids because they look and act somewhat alike, but there is no real category corresponding to this. It is just our way of grouping things. That’s not to say that all the canids aren’t related to some degree—they are. Canids all share a common ancestor. However, one could make other groupings of these animals based on when they happened to break off from their canid ancestors. For example, perhaps domestic dogs and foxes could be grouped together, or dogs + foxes + coyotes. Perhaps the hyenas and jackals share a common ancestor and could be grouped together. Going in the other direction, the canids could be grouped with other similar mammals that are evolutionarily related; there’s nothing to stop us from making a slightly larger grouping. The category of Canidae is a sensible one that seems to include species that are all similar enough, but “similar enough” is not really a scientific concept. Therefore, in a theoretical sense, the category is “real” in that it contains animals that share a common ancestor, but there is no theoretical reason for us to use that category instead of other slightly larger or smaller ones that also contain animals with shared ancestry.

To be sure, biological research also has found that some accepted higher-level categories do not group organisms with a common ancestor. Maybe we thought that weasels were carnivores, but more recent research suggests that they aren’t closely related to the other carnivores. This kind of finding happens all the time in more recent research in taxonomy (see Yoon, 2009, which is a very interesting book), which is another reason why higher-level categories have been thought to be dubious. The ones that biologists have been using for a couple of centuries were often overturned when newer techniques were applied to detail the evolutionary tree. This explains the title of the book Why Fish Don’t Exist (Miller, 2020). Of course, fish do exist, but the category of fish is not “real” in biology. It’s a convenience for all of us, but it does not pick out a category that plays a role in biological theory.1 In this respect, it’s similar to trees, which I pointed out in chapter 1 are not a “real category” except for the purposes of cultivation and landscaping.

One of the themes of this book is that categories are made for our convenience, for predicting and understanding things. Biological categories are no exception. Species are an important category for the theory of evolution, so they are convenient for evolutionary biologists. Other categories, like carnivores or flying animals, may be useful for ecologists or physiologists. Naturalists studying house sparrows in Australia do not need to spend time worrying about whether they are the same or a different species than house sparrows in North America. The local house sparrows act as a functional species in Australia, and they are isolated from the ones on other continents, so they can be a species from the perspective of local biologists, regardless of what their true relation is with the other house sparrows of the world in an evolutionary sense, or whether they can hypothetically interbreed with all the populations of house sparrows elsewhere.

My reading on this topic has followed a familiar path, in which I once thought something like, “Biologists are real scientists. They must have definitions for each species.” Then I found out that this wasn’t really true. Then I discovered that they don’t even have a definition of what a species is. This seems disturbing, but it doesn’t mean that biology is broken, because people agree on what the species are most of the time, even if they can’t agree on a definition that covers all species. And in some cases of disagreement (like the varieties of house sparrows), it simply makes little practical difference. If someone makes a discovery about flight in North American house sparrows, it will very likely apply to house sparrows on other continents and to the very similar Spanish sparrow, whether or not they are all in the same species.

So we don’t need to lose sleep over this example, any more than we need to worry about material scientists who can’t agree on what a metal is or astronomers who don’t have a definition for planets. They all manage to do pretty well even without definitions. A material scientist might discover something about metals but find that it doesn’t apply to lead as well as it does to other metals, or to certain alloys. If the world were very simple, our categories would work perfectly. But it isn’t so simple, so we have to put up with the fact that our discoveries don’t apply perfectly to everything in a category and that we aren’t 100% sure just what the category is. We will muddle through, I promise.


Notes


	1. Although the book is very interesting from a number of perspectives, I disagree with the conclusion of the title that the category of fish is not “real.” I will discuss this in the final chapter. That category is as real as any other that we use in everyday life, like tables or clouds or accountants. The fact that the grouping of fish doesn’t play a particular role in biological theory doesn’t mean that it isn’t useful and isn’t in fact used. If you want to talk about vertebrates that swim about in the water, you will have to talk about fish because that is the only name that includes all those creatures, which have diverse ancestry. Yoon (2009) also takes this perspective.









9 Peanut Butter, Potato Chips, Almond Milk …


In a discussion of “categories we live by,” perhaps you were not expecting peanut butter. No one expects peanut butter! However, this is a very interesting case that has a documented history, revealing some of the complexities of society trying to set up definitions for everyday categories. Furthermore, cases like that of peanut butter come up on a weekly basis in arguments about taxation and government regulations. Although every case is unique in some ways, the example of peanut butter is by no means unusual.

People made peanut butter before there was an official category for it. Peanut butter was invented in the late nineteenth century, largely by John H. Kellogg (who also invented corn flakes), for people who had difficulty chewing peanuts. It soon became an important protein source that was cheaper than meat. (Almost all the facts in this section come from the review by Boyce, 2016.)

Originally, peanut butter was simply finely ground peanuts, often with a little salt or sugar. However, as anyone knows who has eaten such traditional peanut butter, the substance is not easy to handle. In the 1970s, natural food stores used to provide “real” peanut butter that was simply ground peanuts, and I partook of this product at the time.

Although this peanut butter often had significantly more peanut taste than the Skippy of my childhood, the nut and oils inevitably separated, such that there was a kind of peanut sludge in the bottom of the jar, with the consistency of quicksand, and a layer of oil floating on the top. Neither of these was something you wanted to eat alone, so every time you opened the jar, you engaged in an onerous task of trying to stir the oil and sludge together for some minutes with a knife so that you would get something with a spreadable consistency. This was often not easy. Even after this, the peanut butter was so tough that it would usually break the bread you were trying to spread it on. If this discouraged you from eating it very much, after a while you might find that the oil had become somewhat rancid from sitting in the jar for a couple of months. The peanut gunk itself might eventually dry out. Overall, it was not something to make one crave natural, unadulterated foods.

It is not surprising, then, that food companies in the twentieth century developed a number of improvements (in their view) to peanut butter that addressed the problems with the original substance. Hydrogenated oils did not separate from the peanut butter as much. Emulsifiers … emulsified, I guess, keeping the stuff smoother and more spreadable. Preservatives stopped it from going rancid. Adding sugar and artificial flavors made it more palatable to children, so that they would wolf down their peanut butter sandwiches.

Each of these additions had a justification. After all, consumers might well want to have smoother peanut butter that didn’t separate so quickly—or at all. They might appreciate peanut butter that was still edible two months after opening, or they might like the fact that their kids ate it more readily than the stickier, less sweet original version that stuck to the roof of your mouth. The problem was that with each of these innovations, the product got further and further from the original formulation of simple ground peanuts. The product Jif, made by Proctor & Gamble, had considerable cottonseed and soybean oil, so a jar of it was only 75% peanut product. This led to the question that a US Food and Drug Administration (FDA) official asked, “When does it stop being peanut butter?” That is, the pure ground peanuts were obviously in the category, but as you got less and less peanut in a product, it seems clear that at some point, it must stop being peanut butter. If you made a soy substitute with a little bit of peanut flavoring, that would clearly not be peanut butter, no matter how much it tasted like it. A 100% peanut product would clearly be peanut butter. But in between, where was the line dividing the two?

To answer this question, the FDA decided that it should set rules about what could be called “peanut butter.” So the question of categorization became a rule-making exercise in which specific quantitative criteria would be set up to decide what could be legally sold as peanut butter. That is, there would be a legal definition. However, the problem of definitions that we have already seen immediately arose, namely, that no particular percentage is clearly required for peanut content, nor is there some natural rule that you can add preservative X, but not emulsifier Y. Almost everyone could agree that some things are peanut butter and other things are not, but establishing a clear border between the two was difficult, indeed almost impossible, to justify specifically—again like the professor’s problem of drawing the line between the A’s and the A−’s.

The arbitrariness of the line can be shown in the history of the debate between the FDA and food companies (again, following Boyce’s, account). The FDA initially required 95% peanut content and a limited number of additives. After howls of protest, it reduced the proposal to 90% and permitted some more additives. The companies tried to hold out for 87% peanut. Now, is there any rational reason that 87% peanuts is not peanut butter, but 3% more is? No, but a line has to be drawn somewhere, and because the exact location of that line is arbitrary, it can always be criticized. The result was that it was almost impossible to set the standard: Long, technical hearings took place, and agreement was not reached. The FDA’s final ruling resulted in a lawsuit that took years to resolve (the FDA won). The rule-making process started in 1959, and the regulations didn’t go into effect until 1970.

This is an excellent demonstration of how even very simple categories resist definition. Furthermore, even though there is now a legal definition, do ordinary people really follow it? Do they think that peanut “spread” is not peanut butter because of its added ingredients? I used to patronize an ice cream shop that billed itself as the Custard Cup. I always thought of it as the ice cream place. Later I found that their product had extra ingredients that allowed them to call their ice cream “custard,” which was supposed to be better than just normal ice cream. Well, I never thought of it as anything except ice cream, and I suspect that most of their patrons felt the same way. The legal categories did not really impinge on the categories that people actually used.

This issue comes up with a number of products that have legal definitions that ordinary consumers are not aware of. You might have noticed that some products that look and act just like mayonnaise are labeled “salad dressing.” In my family, these would be called and treated like “mayo,” but because they do not have sufficient oil, they do not fit the FDA’s definition of mayonnaise, which must be at least 65% vegetable oil by weight (see https://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfcfr/cfrsearch.cfm?fr=169.140, current as of January 17, 2023). However, that definition has had no effect on the categorization and naming of these products, in my family at least. Even if definitions have the rule of law behind them, people may not follow them.

With increased technology, these battles over food categories will continue for the foreseeable future. Currently, some dairy producers are suing companies that make almond milk, soy milk, and other vegetable substitutes for milk, claiming that they falsely advertise their products as including milk, which, they say, must come from a female mammal. The FDA publicly considered whether it should continue to allow nut and other plant-based drinks to use the name milk, saying that “an almond doesn’t lactate” (Sibila, 2019).

Here, I think we have a split between the category and the word. That is, I never thought that soy or oat milk was actually milk, except metaphorically. On the other hand, using the term milk helps to explain what the product looks like and is to be used for, so it doesn’t bother me that it is given this technically incorrect name—it’s just another example of polysemy (see chapter 4). The word may be extended to have this use for our convenience, just as Malt et al. (1999) found that words like bottle were extended to include objects that were not actually very similar to the original bottles in our history (again, see chapter 4). A glass soda bottle doesn’t have the same shape as my plastic shampoo bottle, they are made of different materials, they’re closed differently, they have many different properties (e.g., breakable, being subject to puncture, requiring a deposit), and they hold very different products. Yet I manage not to be confused by their both being called bottle. The word has branched off to cover different kinds of containers as they were developed. They essentially are two different, albeit related, categories.

These substitute milks are extremely clear about how they are made, to the degree that one commentator suggested, “If a consumer is confused about the source of a product labeled ‘almond milk,’ then he has bigger problems than being confused about which milk to buy” (Sibila, 2019). The peanut butter case is more insidious, because those products look like and present themselves as being a version of the original product of ground-up peanuts, but they may deviate from that product in ways that we don’t realize unless we scrutinize the fine print on the label.

Perhaps more surprising are cases in which the producers themselves deny that their products are in the category they manifestly are in, such as the notorious Pringles case. As was widely reported in the news, Procter & Gamble, the manufacturer of the potato snack Pringles, claimed in a British court that its product was not a potato crisp (what Americans would call a potato chip) because of its uniform shape, taste, and color, which “is not found in nature” (BBC News, 2009), and because it is made of less than 50% potato. A number of people were surprised that Pringles was so anxious to advertise its low potato content, which hardly seems a marketing point. (Indeed, if anyone had asked me, “When does it stop being a potato chip?” I would have chosen a percentage quite a bit higher than 50.) Proctor & Gamble pointed to other differences as well, such as Pringles’s packaging in tubes and means of manufacture. All this was in aid of avoiding the value-added tax in Britain, which is quite substantial. (Estimates of the amount of tax that a reclassification would avoid were around 20,000,000 pounds a year.) So I guess when there is a choice between saving this amount of money and admitting that your food is a purely unnatural factory creation, it seemed a better idea to take the money.

A sophisticated columnist in The Guardian newspaper pointed out that the court mentioned the question of essences in its decision. (Remember essences? That’s the idea that there is some hidden element inside an object that determines what category it is in.) However, the columnist correctly pointed out that although potatoes could possibly have an essence, potato crisps, as a human invention, would not. “We would like to think that the answer to the question ‘is this a real potato crisp?’ is out there, objective, just waiting to be found. Perhaps we need instead to confront the existential horror of our own freedom and accept our grave responsibility … whether or not a Pringle is a crisp is for us to decide. Such is the profound condition of humankind” (Baggini, 2009). How true! And ultimately, the question about such a matter will come down to intangible factors of what is the most convenient, fairest, and most sensible way to divide up such categories. If someone tells you, “I don’t eat potato chips,” you wouldn’t serve them Pringles, saying, “Technically they’re not chips,” even if the court had ruled that way. And if you brought Pringles when you were asked to bring potato chips to a party, I don’t think the organizers could complain that you didn’t do as asked, even if they might privately question your taste.

Attempts to provide technical definitions for common consumer products are bound to end in silly disputes of this sort. Perhaps it is legally necessary to develop such definitions nonetheless, for the purposes of health and tax regulations. But the results are bound to end up being absurd in some cases, as nearly identical things may get different classifications or criteria that no one seems to care about make the difference between what can be called mayonnaise and what cannot. Americans may enjoy an amusing podcast on the story of whether a burrito is a sandwich (Henn & Hu, 2014). I think that most people would say that it is not, but given the definition of sandwiches for tax purposes, it turns out that it probably is. But even if the tax authorities have declared burritos to be a sandwich, that doesn’t change the way that we will think of them and interact with them. The realm of regulatory categories doesn’t map perfectly onto our everyday categories, and there is no reason for us to defer to the Internal Revenue Service or the British courts to tell us what our categories should be.

Such examples make the whole enterprise of trying to classify products seem a bit absurd. On the other hand, I am glad that manufacturers are forced to label some products cheese food so that unsuspecting people do not pick it up thinking that it is cheese and put a piece of it in their mouths. Brrrrr! The thought is chilling.





10 Racial Categories


Race is a consequential category—something that people automatically detect (when possible). It is very unusual for someone to say something like, “She was about five-foot six, short dark hair, and was wearing jeans and a blue sweater, but I didn’t notice what race she was.” Oh, I think you did! Of course, you might not always be able to tell what race someone is, but race is not something that you just might happen to notice or not. Along with age and gender, this is a feature that we almost always encode when we meet a person. Furthermore, your racial identity will affect every facet of your life, whether you are aware of it or not.

Many aspects of categories that this book has described turn out to apply to racial categories as well, albeit often in a confusing way. There are many aspects of race that I won’t address here. I am not an expert on race, and this chapter is not about particular races and attitudes towards them, nor is it about the critical topic of racial justice. This neglect doesn’t mean that these issues aren’t important, but merely that they aren’t what this book is about, nor are they something that I know enough to write about.

What I will write about is what kind of category race is. Race is confusing in many respects, and I’d like to say that after reading this chapter, you’ll be less confused. However, I really can’t promise that, because racial categories are a big, fat mess, and not in a good way. They are based on (or are thought to be based on) a lot of different things, like perceptible differences among people, geography, heritage, social identity, genetics, and history. At the end, we may wonder if race actually exists. Nonetheless, we will begin our discussion with the assumption that there is something called race and try to figure out what it is, but without presuming that racial categories are “real” outside of social convention. As we discuss race as a category, you’ll see that many of its components follow patterns discussed earlier in this book, such as attempting to make rules to define categories but ending up with prototypes and fuzzy categories.

The modern conception of race comes from anthropologists who tried to characterize differences among people in different locations. People who are native to Oslo don’t look like most Aboriginal Australians, for example, and natives of Japan seem to differ in many respects from the Bantu people of Africa. Races are groupings of people from the same broad geographical area who share some physical characteristics. Of course, in the twenty-first century, many people now live in places that their ancestors didn’t. North America is the prime example of this, as its original inhabitants (Native Americans) are now a small minority of the population, with the majority having European origins, plus large minorities who derive from Africa or Asia. So, when I talk about locations of races, I’m referring to their original locations. For example, my stock comes from a variety of countries in northern Europe, so they are the location and race that apply to me.

There is much confusion over race, and I confess to being confused about it as well. For many years, I was told that “race is not real”—it is a social construct. However, this is confusing when we see obvious physical differences among people who come from different places. Those differences aren’t imaginary. Furthermore, work on genetics and medicine sometimes seems to reinforce the existence of races. We know that people from Africa are much more likely to get sickle-cell anemia than people from Mongolia, for instance. News reports talk about how doctors need to take into account racial differences in treating patients. After getting a recent blood test, I got a page of results along with the “standard range” of each test. One of the tests had two ranges listed for it, with the indication “African Am” and “non–African Am.” So the interpretation of this blood test is different for people in different races. That doesn’t sound like a social construct, so what is it?

Races are often understood as having essences (see chapter 2), just like physical elements or biological species:1 there is something inside Asians and Caucasians that makes them have their skin colors, hair types, facial features, and so on. One essence is common to all Asians, and a different one is common to all Caucasians. In modern times, we think of that essence as being genetic. If you have the Asian genes, you will look one way, and if you have the Caucasian genes, you will look another way. Of course, people of different races are actually extremely similar in physical morphology and biology, but we have a tendency to emphasize differences between our own group and others. On this view, then, Asians are all alike in sharing a specific essence, and Caucasians are all alike in sharing a different specific essence. We may not know exactly what this essence is, but it’s what makes these groups of people different. When we are told someone’s race, we may feel that we have learned something important about them. One reason for this may be an underlying essentialism, the assumption that if you are in a particular race, you will have identifiable physical and psychological attributes.

So we now have this battle of perspectives: race—social construct or biological reality? To avoid any suspense, the answer is social construct. There are no consistent physical distinctions among the various races, and the division of people into five (or however many) races is simply not helpful for biological science. Just like other categories, races are fuzzy. Furthermore, as a social construct, the category is not a consistent, simple one with a clear basis.

Of course, it is the case that people differ in a large number of characteristics, based on a number of different factors, including genetics. Yes, some people with origins in Africa are quite likely to have sickle-cell anemia, and this is much less likely in, say, Mongolians.

However, many other populations in Africa don’t tend to have sickle-cell anemia. Skin cancer is certainly very common in light-skinned Caucasians, but other Caucasians are not very light-skinned and are not highly subject to it. When we learn of specific differences between races (a term I’ll continue to use to avoid constantly saying “putative races” or “supposed races” and the like), we tend to attribute those differences to the race as a whole. But there is nothing found in all Africans that makes them likely to get sickle-cell anemia. That is a condition that is found predominantly in equatorial Africa, where malaria is common, because the gene responsible also creates resistance to malaria. When someone has only one copy of the gene, he or she gets a benefit in disease resistance. With two copies, the person gets sickle-cell anemia and doesn’t benefit. This creates pressure for the gene to occur only in places where malaria is common. In South Africa, for example, the gene is very rare, but it can be found up to 40% of the population in other places in Africa.

Furthermore, the same gene is also found in India, the Middle East, and parts of the Mediterranean, which historically were at risk of malaria (Piel et al., 2010). So this is not an “African gene,” in that most Africans don’t have it and some members of other races do have it.

We are very apt to think of simplistic generalizations like “White people are likely to get skin cancer” or “Blacks are susceptible to sickle-cell anemia,” which tend to make us think that races are biological categories with an underlying physiological basis. What we don’t think about is the large variation within the category and the similarities between categories—the number of Blacks who don’t get sickle-cell anemia or the Whites who aren’t very susceptible to skin cancer. Psychologically, this is similar to our thinking about everyday categories like clothing or mammals. People will informally say that all mammals have four legs, for example. It only takes a little reminding to realize that bats don’t have four legs, and neither do aquatic mammals like seals and dolphins. And, of course, reptiles and other creatures often have four legs. Nonetheless, a week after being corrected, we might again offer the opinion that “mammals have four legs,” because this is a property that in our experience is most often found in mammals. This emphasis on the typical features of a category (typical in our understanding of it) is found in our thinking about race too. We think of the link between sickle-cell anemia and Black people, ignoring the majority of people in this race who don’t have the disease or even the relevant gene and those who have the gene but are not Black.

The terms Black and White obviously refer (inaccurately) to skin color, but the skin colors within the two races differ enormously. One of the darkest people I know is from southern India, who would probably be classed as Asian. Sicilians do not have skin colors that look anything like Swedes’, although both are “White.” Africans also differ in their skin color, with north and west Africans being significantly lighter than most sub-Saharan Africans (see the map at www2.palomar.edu/anthro/adapt/adapt_4.htm). Among Native Americans, there are significant differences in skin color as you go from northern Canada into Central and South America.

There are other differences between people who are the same race that seem to be important. No one confuses Pygmies with the Masai people, and differences among tribes or nationalities are often perceived as very important in many places. European literature is filled with descriptions of the typical appearances (and characters) of people in different European countries, often referring to them as “races” as well. British eighteenth- and nineteenth-century writers spoke of Italians or Romanians as if they were exotic creatures, with little in common with familiar Englishmen. We well know that people of our own race can differ to a great degree; the same is true of other races. However, when thinking of races, our tendency is to think of how different the typical examples of different races are and ignore those within-race differences. That is, when we think about “Whites,” we don’t think about how different the Turks are from the Irish.

Another constant theme of categories is that some items are borderline, in that it isn’t clear which category they are in. Is a desk lamp furniture? What about a wastepaper basket? A rug? People don’t agree on such cases because the objects are only somewhat similar to other examples of furniture. When it comes to races, people who fall at the geographic borders of the traditional groups pose a problem. What race are Egyptians and other north Africans?2 If Egyptians are White, then where is the line in Africa where people turn from White to Black? Most Russians would be considered Caucasian, but as you get to eastern Russia, there is a shift to more Asian features. The line between the two is not obvious.

Native Americans are derived from Asian people who migrated to North America 9,000 or 10,000 years ago. This separation is relatively short in the time span of human evolution, so it’s not entirely clear whether Native Americans should be considered a different race. More important, it’s not clear just what rule we should apply to decide the question. How different is different enough? If we devise a criterion to ensure that Native Americans count as a separate race, we then have to worry about whether the same criterion will place Sicilians and Finns into separate races, or the Masai and Pygmies. There don’t seem to be natural borders that can tell us just how many lines to draw to make the races, and how many races should result.

Modern races were a European invention with no particular scientific basis. It is not surprising that they have a number of problems. It is possible that a grouping based on genes would do better, although it is likely that it would identify many different groups rather than a number in the single digits. Furthermore, it would also have the problem of fuzzy boundaries. Anthropologists now generally agree that neighboring groups of people tend to be similar genetically and physically, but there is no obvious division between large groups to separate them into races; see American Anthropological Association’s statement on race (AAA, 1998), which is worth reading.

Some readers may be thinking at this point, “All this theoretical argument is fine, but I keep reading things like how forensic scientists can identify the race of a person from DNA collected long after the person died. Surely this shows that there is a genetic difference between races.” This sounds reasonable, but let’s consider how such tests are made. The scientist might look for a particular allele (form of a gene) that is found in 20% of White people, 1% of Africans, and 2% of Asians, say. If she finds this gene in some human remains, that will be a pretty strong indication that the deceased is White. However, does this mean that the allele is a “White gene”? Hardly. After all, the vast majority of White people don’t have it, and the gene is found in other races as well. If you spent the day wandering around Beijing, you might have passed 1,000 Chinese people who have the gene but who are clearly Asian. There are variations in many genes, and a few of those are correlated with traditional racial categories, but most are not. Indeed, experts agree that there is actually more variation within a single race than between races (e.g., Ossorio & Duster, 2005; Saini, 2019). Nonetheless, those DNA tests can be quite accurate by combining information about multiple genes that are only probabilistically associated with a given race.

Another problem with thinking of race in essentialist terms is intergroup mating. Unlike species, which (by definition) do not normally mate with members of other species (but see chapter 8), there are no physical barriers to stop people of one race from mating with members of other races. (I am referring to “mating,” meaning reproducing, here rather than social links such as marrying because we’re talking about genetic bases for race.) Everywhere that people from different races have come into contact there have been mixed-race children. This raises a big problem for an essentialist view of races because it isn’t clear which essence such children would have inherited. Both? Maybe, but the child cannot have the skin color or hair type of both parents. Perhaps she will have the hair of one of her parents and a skin color that is in between the parents’ skin tones. Neither of these is consistent with the original essences that people thought created those attributes. Children of mixed race may be rejected by members of both races, suggesting that they aren’t perceived to have the essence of either—or perhaps each group illogically believes that the child has the essence of the “other” race.3 These are exactly the kinds of problems that one gets into when adopting an essentialist perspective. If you are determined to keep your essentialist view of race, the only thing that you can do is to ignore these inconvenient cases and focus on examples of races that are very different. If you do so, it will seem “obvious” that there are different races that explain these striking differences: Hilary Clinton looks very different from Michelle Obama, so they must be in different races.

What about my blood test, though? Doesn’t that and other documented medical differences prove that there are biological differences among the races? If Blacks are more subject to high blood pressure and heart disease than Whites, how can we say that race is not “real”? Again, we have to keep in mind that there are all kinds of differences within races as well as between them. People from different countries have very different rates of disease, e.g., heart disease in Scotland versus Italy, very often because of reasons of climate, culture, and diet. I have high blood pressure, but my sister does not. No one suggests that this is evidence that we are in different races. When there are statistical differences among races, they do not characterize everyone in a race, just as sickle cell anemia is not common among all African populations.

Furthermore, Saini (2019) points out that the higher rates of hypertension in African Americans is not matched by higher rates in the western African countries that most American Blacks are derived from. Indeed, people living in Africa (especially rural Africans) have low blood pressure and low levels of diabetes because of their diets and activity levels. Instead, Finland, Germany, and Russia, countries with predominantly White populations, have the highest levels of hypertension in the world. So there may well be a statistical difference between African Americans and European Americans in their levels of hypertension and other conditions, but this is probably not due to biological differences between the races as a whole, but rather due to known differences in diet, medical care, and poverty.

The essentialist view of race, even though it is probably held very widely, does not fit well with other aspects of Americans’ classification of race. The US has a specific problem with the distinction between Whites and Blacks, which I can illustrate with the following quiz. Fill in the blank:

Barack Obama was the first _____ president.

My guess is that your first inclination was to fill the blank with “Black.” Certainly, Obama was widely referred to as the first Black president.

However, as is well known, Obama’s father was Kenyan and his mother was a White woman from Kansas. So, why don’t people fill that blank with “biracial”? One reason is that the large majority of African Americans are to some degree biracial. The awful history of slavery in this continent is one in which White masters often raped Black slaves. Their children were not accepted as White; they generally entered the slave population, or at least the Black population, in spite of having one White parent. If such a mixed-race person then also had a child with a White person, that child would be three-quarters White, by parentage, but would be considered to be Black. Or if two mixed-race people mated, their children could have half-White ancestry (e.g., two White grandparents), even though both their parents were called “Black.”

Interrace mating created a problem for communities committed to slavery or racial discrimination. The underlying logic of both required the assumption that Africans were inferior and could be treated as property (or, after the Civil War, could be denied basic rights). But suppose that society decided to exclude children who were three-quarters White from this category. After all, such children had more genes from the White families that (formerly) owned them than they did from slaves. They were more White than Black.

However, once you admit that such a person was in important respects equal to Whites, the question immediately arises: Where do you draw the line? If this group functions as members of society, then why not biracial people who are equally White and Black? And then why not people who are 25% White? Once partially White people are admitted to the category of Whites, there is a slippery slope towards admitting more and more mixed-race people, which is a large proportion of the African American population. Furthermore, there was an economic basis for the White majority to treat such people as Black, namely, that doing so helped to provide very cheap labor and prevented former slaves from competing economically with their former owners.

It is thought that such reasons account for the strange categorization rule in the US referred to as the one-drop rule (Davis, 1991). This rule says that anyone with any known African heritage (i.e., a single drop of Black blood) is classified as Black. One might have thought that a majority rule would be applied: If you’re mostly X, then that’s your race. That is not the case, although there is an increasing tendency for people to identify as biracial. That is a recent trend, however. Historically, the rule states that if you have “some Black” in you, you are Black. The story behind this is complex, and it is further complicated by the acceptance of this rule by the minority population involved. That is, if someone who is one-quarter Black tried to claim that he is White, many Black people would object that he was trying to deny his race, just as many White people would object that he was trying to “pass” for a different race. Amazingly (to me), the one-drop rule is apparently encoded into law in most states, both for the purposes of discrimination (when that was legal) and benefits.

The infamous Supreme Court case permitting discrimination was Plessy v. Ferguson (1896), in which Homer Plessy sat in a train car designated for “Whites” and refused to move to the “Colored” car. The Supreme Court ruled that this was legal, so long as there was an equal accommodation for Blacks. (The accommodations were never equal, but that was somehow ignored by the Court for sixty years.) What is less known about the case was that Plessy was seven-eighths White, and he argued that the law made no explanation of who was White and Black. Louisiana, where the case took place, had a long tradition of race mixing, and so his was not an uncommon situation. However, the courts all agreed that Plessy’s one-eighth Black heritage (i.e., one Black great-grandparent) was enough to make him Black (Davis, 1991). Most states adopted the same rule. With this background, it is very easy for Americans to think of Barack Obama as simply Black, even with one White parent.

In short, we now have a rule-based category for race. But like any category rule, at some point it becomes ridiculous through examples that satisfy the rule but are different in every other respect. For example, I am about as white as a White person can be—I have never had a tan in my life. If I discovered that one of my great-grandparents was actually Black (perhaps through marital infidelity), I could apparently start calling myself Black and would count as such in the US Census and in every tabulation of different ethnic groups that I am subject to (e.g., grant applications, counts of minority professors, etc.). This seems ridiculous, as I don’t look at all Black, haven’t grown up in Black culture, and haven’t suffered the racial discrimination that virtually all Blacks in America have. But it’s the law!

Furthermore, that Black ancestor of mine could himself have a majority White ancestry, so my amount of Black ancestry is trivially low. But still …

Lest one think that the one-drop rule is the only one that makes sense, it should be pointed out that other countries with mixtures of Native Americans, Europeans, and African populations have very different classifications. In Brazil, there is discrimination based on skin color and other African features, but if you don’t have those features, you are more widely accepted. Your parents’ racial classification is not important. Brazil has many intermediate categories that identify people based on what they look like and what their mixed heritage is; everyone is not separated into just two categories. In apartheid-era South Africa, there was a special category of mixed-race people called “Colored” (which illogically included Indians of unmixed heritage as well). This group was treated significantly better than the African citizens, though not given the full rights of the White population. Thus, rather than a one-drop rule, the attitude there was more of a continuous one, with mixed-race people in an intermediate group.

When these different cultures come into contact, confusion may result. Davis (1991, 13) describes an international meeting of Black writers in Europe in 1956. John P. Davis was the chief delegate from the US. Although he had Black parents and was raised in Black culture (eventually working at Fisk University and the National Negro Congress), he was not very dark skinned and apparently did not appear to be Black to some. At the conference, the chairperson felt obliged to ask him to explain why he considered himself a Negro. In many countries, if you look like group X, you are in group X and treated accordingly, for better or worse. Davis looked White. Why someone who doesn’t look like a particular race should nonetheless be in that race (or claim to be in it) was puzzling to many of the attendees.

This discussion shows how confusing the category of race is. In some places, it truly is a kind of prototype category. That is, there is a continuum between looking like a Caucasian and looking Asian, say, and the more of the typical features you have of one, the more you are considered to be in that category. In other places, like the US, there is a strict classification rule. In spite of this rule, there is a prototype-like effect in the US as well, as there is well-known racial discrimination based on skin color, curliness of hair, and other racially stereotyped features within African Americans. That is, people who are “Blacker” may be looked down upon, found to be more suspicious by police, or receive other signs of discrimination. For example, when African Americans began to appear in magazine and newspaper ads and on mainstream American television, it was quickly noted that the models and actors were almost always light-skinned. Dark-skinned people were apparently thought not to be desirable advertising representatives. Furthermore, African Americans with very dark skin report discrimination from other African Americans. Skin-lightening products are popular in parts of Africa and Asia. (The existence of such products became a flashpoint during the Black Lives Matter movement of 2020, and the existence of products with names like “Fair & Lovely” and “Ponds White Beauty” were cited as clear examples of colorism.) Caucasians with lighter skin may be preferred to those with darker skin. In short, even if there is a rule in the US that identifies you as Black and White, there are still prototypes that exert an influence. The “more White” you are, the better your treatment by society is likely to be, and the “less White” you look, the worse you are likely to be treated (Tharps, 2016).


Conclusion (and Confusion) on Race

Let’s sum up the confusion about race that I have outlined in this chapter. First, our concepts of race often have an essentialist component, in which people think that there is something inside people of the same race that accounts for their distinctive characteristics, just as they do for biological kinds or physical categories. That is, we can think of races as being natural kinds existing in nature, independent of social institutions. This is especially true when thinking about a race as a whole. Essentialism is particularly pernicious in racial contexts because once you have decided that all people of race X have a particular essence, this forms a mental scaffolding on which you can place characteristics that form the basis for prejudice (“They just naturally are ___”—fill in the blank). And the problem with this is that an essence is not easily changed (just as a leopard cannot change its spots), so this way of thinking about race easily leads to biased perspectives in which all people of a race intrinsically have those properties. In fact, there is no such biological essence that is common to all members of a race.

In the US, we have a rule to define some races, the “one-drop” rule for Blacks. As I pointed out earlier, we can attempt to make legalistic rules to try to define categories, from geometric figures to laws to scientific categories, but the rules often break down due to the existence of difficult examples. What is intriguing to me is that the one-drop rule is manifestly inconsistent with the essentialism view. If someone is seven-eighths White, as Mr. Plessy was, why did he inherit only the Black essence? The White essence had seven chances to break through, but in the view of racists (and in particular, the Supreme Court), it never managed to do so.

We also saw examples of prototype thinking, in which people can be more or less typical examples of different races. That is perhaps not as common a way to think about race in the US as in other countries, but it seems that dimensions of prejudice are partly based on how closely you resemble people’s stereotypes of a given race. In many places, people with very dark skin color may receive more prejudice than those with moderately dark skin. People who live at the borderlines between different racial areas may not be easily categorized into one or another race (e.g., darker-skinned Egyptians), just like in prototype categories. Haney López (2006) reports that as a Hispanic, he held an ambiguous position with regard to Whiteness. In some locations and contexts, he was treated as a member of the privileged class, but in others, he was treated with suspicion and dislike.

People on the border of two categories are likely to experience shifting membership, depending on context and who is trying to classify them. In other countries, races truly are prototype-based, in that one’s attitudes towards a person may vary continuously based on how strongly the person displays racial characteristics.

This is a real mess, so much so that readers may wonder how all these things can be true. If people have a prototype view of race, they can’t be using a rule because the rule says exactly who is and who isn’t in the race, and the prototype works based on similarity. Essentialism clashes with both of those views in specifying an unseen, underlying basis for races. Unfortunately, entirely incompatible ways of thinking about a category can cohabit a single human mind without the person’s head exploding. Which conception of race is used may depend on the task at hand. When you’re trying to figure out a stranger’s race, you may rely on prototypes. When you’re expressing one of your prejudices, you might think of the person’s race or ethnic group in essentialist terms. In some contexts, you will use the one-drop rule because that is the convention (or even the law) in much of the US. But truth be told, this conflicting way of thinking about categories is found in other complex concepts as well. If we were to try to explain what the category of art is, we would find a mishmash of factors that range from the conventional (what appears in museums) to the prototypical (paintings of landscapes or realistic sculptures are very typical artworks) to philosophical rules of various kinds. One day we may refer to a painting as “art” just because it is a framed painting on the wall. Another day, we might argue that it is not “real art” because it’s a formulaic work made in a factory in Russia to sell to credulous buyers.

The American courts have had to step in to decide people’s races in some cases. A very early statute (1790) provided for the naturalization of immigrants to the US, restricting this privilege to “a free white person” who met various criteria. But who is “white” under this statute? Haney López (2006) discusses the problems that courts had in deciding this, often vacillating between a scientific definition (as provided by anthropology, when it was in the business of defining races) and common sense. Eventually, this battle was won by common sense because scientific anthropology kept giving what courts felt was the wrong answer. Early conceptions of Caucasians did not restrict this population to Europeans. (The Caucasus Mountains that are the source of this name are not in France or Sweden, after all. They are on the border of Georgia and Russia, between the Caspian and Black seas.) That population was thought to extend through the near East and into parts of India. As a result, Syrians and Persians would be considered Caucasians, and maybe Arabians. Is that what Congress wanted when it passed this statute?

Others tried to argue based on a different definition of Whiteness, skin color. A Japanese applicant for citizenship pointed out that his skin was quite light, perhaps not distinguishable from that of many White people. So … he was White?

As Haney López recounts, the courts often became impatient with the anthropological “science” when its results conflicted with what most White Americans considered to be “white.” Nor did they want to create a specific criterion of skin color, which would no doubt create a new set of problems. Instead, they arrived at a Justice Potter Stewart–like definition: “I know it when I see it.” That is, we all know who is White, don’t we? That’s what the lawmakers meant when they specified “free white” people, courts reasoned, and we don’t need to resort to a scientific definition or rule that doesn’t correspond to that category.

The result of this is that the legal category of White people became divorced from the scientific category that is supposedly its basis. It was furthermore tied to the common-sense meaning of “free white person” of 1790; as our understanding of White people changed in the nineteenth and twentieth centuries, the legal concept was not supposed to change along with it. This resulted in at least three different categories: the original anthropological one based on an idea of biological essences (now discarded by anthropologists), the 1790 common-sense one, and whatever the current concept was.

This example emphasizes how much our understanding of categories is not always coherent and consistent. Not only are the categories complex, but we think about them in different and incompatible ways, depending on the circumstances. Technical definitions may make a category that differs from the one that people use most of the time.

It will be very interesting in the next decades to see where racial classification goes, especially given the much greater acceptance of intermarriage, including among privileged populations. As mentioned earlier, more people are listing themselves as biracial, though of course that is ambiguous as to which two races are involved. Will we have separate categories of Black-White mixtures, Asian-Black, White-Asian, and all their combinations with Native Americans? In South America, there are often names for different kinds of mixed-race people (Davis, 1991). Or will we change from a one-drop rule (which is more absurd than most racial rules, which is saying something) to one based more specifically on appearance? I’d like to say that some day, racial classifications will disappear entirely, but I’m afraid that this requires a greater level of optimism than I can muster. However, I suspect that the absurdities of strict rules will result in a more continuous, prototype-based classification system.

Perhaps the future will bring a more radical shift in our thinking, in which we decide that race is a kind of social identity. Thus, a light-skinned child with a Black parent raised in a Black neighborhood might identify as Black, in part for cultural or even political reasons. A child with similar appearance raised by a White parent in a predominantly White neighborhood might identify as White or biracial. However, that will require giving up our attempt to classify people immediately based on their appearance and finding out more about them and their backgrounds in order to understand them, much as we have to do for people’s religions or political beliefs. I hear phrases like “identifies as X,” where X is a racial term, much more than I did twenty years ago (when I never heard them), which may indicate a recognition that race is often ambiguous and people wish to take control over that aspect of their identity themselves. If this becomes common, it would greatly change the entire basis of our racial categories.


Notes


	1. Species don’t have essences in reality, but that is how the vast majority of people think of them. In fact, the problems with biological essences (see chapter 8) are similar to those we’ll discuss for races, as we’ll see in the discussion that follows.


	2. Saini (2019, xi) tells the story of an immigrant to the US who appears and considers himself Black. However, the US classifies north Africans as White, and as he came from Egypt, the immigration authorities insisted on classifying him as White. He is suing to overturn this classification. He tells his very interesting story in a YouTube interview (https://www.youtube.com/watch?v=3XUPZokMb6A).


	3. When courts have ruled on the race of people with mixed parentage, they have generally concluded that people who are half-White do not qualify as White under federal statutes. However, half-Black people do qualify as Black (see the following discussion; also see Haney López, 2006). Whichever decision one might agree with (if either), this suggests that the basis for legal decisions at least is not a coherent definition of race.










11 Death, the Ultimate Category


We turn here to one of the most personal and ubiquitous categories—death. Being classified as dead is the most consequential of all categories that we might face. On the surface, the difference between living and dead things is so enormous that it’s hard to see how the fuzziness of categories that I have argued for could apply here. However, there are prototypes. If you see a four-year-old running around in a playground, shrieking with joy, that child is clearly alive. If you visit the grave of your great-grandfather who died forty years ago, he is clearly dead. Fortunately, you will not be directly viewing great-granddad, but if you did, there would be no confusing him with that living four-year-old. He would be greatly decayed, motionless, and looking almost nothing like a living person. Those are the kinds of prototypes we have for living and dead people. Dying people or the newly deceased may be clearly alive and dead, respectively, but they are not as prototypical.

Obviously, death is a very complex concept, with many respects that are beyond the scope of this book—psychological, religious, spiritual, legal. I would like to focus on the basic question of categorization: is a person alive or dead? This is obviously a critical classification, and much depends on the answer. Dead people lose their rights, and their bodies are treated very differently from those of living people. For many people, there are important religious consequences as well. Not to be blithe about it, your future prospects are much better if you are alive.

How do we know whether someone is alive or dead? There is usually no doubt about that. Those of us who are aboveground, moving and talking, are clearly alive. Those who are below ground, who have not been seen for some years, who have had funerals, and so on, are clearly dead. Certainly, many biological differences exist between the living and the dead. A dead person stops breathing, the heart stops beating, muscles stop contracting in a controlled way, nerve cells stop firing, and all the organs that rely on blood circulation stop working. Rigor mortis sets in and then goes away. Over the course of days or weeks, many more differences occur, as the bacteria normally kept at bay by the working body start to reproduce uncontrollably, causing decay and bloating. If the body is in the wild, then insects and scavengers do things to it that they would not be able to do to a living body.

All these differences make it very easy to distinguish a living person from a dead body in many cases. You don’t need to do a careful test if you can smell decay or hear a person talking. The question, then, is which of these differences tell us the moment when a person has passed from living to dead? Many of them don’t occur for hours or even days, so they will not serve. Furthermore, some of them may be greatly postponed or even eliminated entirely by refrigeration or embalming, so they cannot be relied on either.

For many practical reasons, it would be good to have a real definition of who is living and who is dead. That is, the fuzzy, prototype concepts that we have for many categories are not satisfactory for this, uh, life-and-death problem. I have suggested earlier that it is perfectly reasonable to say things like, “A sponge is sort of a kitchen utensil,” not committing yourself one way or another. But if someone tells you that your aunt is “sort of dead,” that is really less than useless—it raises more questions than it answers.

Furthermore, the law requires us to determine life or death in a number of cases. If someone shoots me, that person would be prosecuted for very different crimes (or maybe not prosecuted at all) if I had already died of a heart attack when I was shot as opposed to when I were still alive. The moment that I die, the provisions of my will come into force; I can’t receive a Social Security check (even to cover the days of the month that I was alive); I can’t inherit anything; I can’t be libeled (in US law); my own wishes regarding the treatment of my body (e.g., whether to keep me on life support) no longer must be followed; and so on. For all these purposes (and many others), we need to make an either-or determination of life or death. Even if the situation is unclear, legal authorities may still have to make a yes-or-no decision to carry through on the law: That Social Security check remains in your account or is refunded; the person who shot someone is guilty of murder or else of mistreating a corpse. There is no verdict of “sort of guilty” of murder.

There are two problems with determining these categories. The first is in establishing a definition. The second is when we lack information about the person in question. Let’s start with the first. I apologize at the somewhat morbid nature of some of the examples here, but we have to get into specifics to understand the problems of categorization.

As I’ve just argued, having a clear answer to whether someone is alive or dead is important. To get clear answers, we often try to form definitions. But as the previous chapters of the book have argued, definitions often do not really work. In spite of our best efforts, unclear and difficult cases arise in sports rules and legal categories that have explicit definitions. The same is true with death.

In practice, people may rely on one or two signs of death. For example, if a woman has stopped breathing, you may decide that she is dead. If you can’t detect a heartbeat, the woman has died. Given the importance of breathing and the heart to biological processes, these are reasonable signs to rely on, and they have in fact been used as indicators of death for millennia. They work best when you already know that a person is dying. If someone is in hospice, and his condition has gotten worse and worse, with his breathing becoming more labored and irregular, the stoppage of breathing is a pretty good sign that the person has died. Fans of hospital dramas know that when the heart monitor flatlines, the patient is generally gone.

But these single signs of death are by no means perfect. If the hospice patient hasn’t breathed for two hours, he is probably not going to come back to life. But if he stops breathing for five seconds, that doesn’t mean that he won’t start up again. After ten minutes of not breathing, we might be pretty sure that a person has really passed on. But the person didn’t die after ten minutes, did he? Didn’t he die shortly after taking his last breath? But exactly when did death happen? Similarly, hearts skip beats in living people all the time. No one dies if their heart misses two beats and then gets going again. How many missed beats does it take before the person is dead? In practice, we might wait some time after the cessation of these signs before declaring someone dead. But that doesn’t mean that the person died after that delay. When did the person die? In between the time we have decided that the person is dead and the moment when the person’s heart stopped beating is a fuzzy area where we are not really sure which category is right. Thus, we wait until we are sure.

The problem becomes more complicated when we think about the wonderful medical technology that helps keep us alive. If I bang my head on the bottom of a swimming pool and lie there unconscious for two minutes, by the time I’m pulled out, I will have stopped breathing. But I can be resuscitated by a competent lifeguard and be perfectly fine the next day. So, was I dead or alive when I was pulled out of the water? I wasn’t breathing and wasn’t going to restart breathing on my own. That sounds pretty dead. Yet, through outside intervention, I did start breathing again.

I know someone whose heart unexpectedly stopped during a cardiac procedure. If you could pick a place to have your heart stop, I would strongly recommend choosing an operating room, surrounded by cardiologists and nurses. They got her heart started again with a defibrillator, the procedure was completed, and the person has been perfectly fine for over a decade. But her heart stopped for some time and was apparently not going to start again on its own … so was she dead?

In both these examples, the answer is “no.” Being “brought back to life” is an informal phrase that people use to talk about some of these cases in which the person seemed done for and then was resuscitated. But huge confusion will arise unless we consider death a permanent state. Outside of biblical contexts, people who are dead do not come back.

Certainly, there is no legal concept of being dead and then being alive again. Reading the medical literature on death, one comes across the word irreversible very, very often. If I had stopped breathing on my own for fifteen minutes while cardiopulmonary resuscitation (CPR) was being given to me, and then started breathing again, I would not be treated as legally dead during those fifteen minutes, because my cessation of breathing was not irreversible. I wouldn’t have lost my rights as a living person for fifteen minutes. If I get open heart surgery, my heart will stop beating and a machine will take over my blood circulation. I’ve flatlined! But I’m not dead. If the surgery succeeds, everything will be reconnected as it originally was, and my heart will start beating again. (But if it doesn’t, then I will have died during that period.) Obviously, my situation was not irreversible because it was in fact reversed.

In these cases, it seems that we must admit that a person whose heart stopped and was not breathing on his own was still alive, waiting for the proper intervention to restore the lost functions. The problem with this is that we don’t know until after the fact whether the person was alive or dead during this time. If I was yanked out of the pool and then worked on for some time but never recovered, most people would say that I died at the bottom of the pool. If the exact same event took place but I recovered after fifteen minutes of CPR, then I never died. However, at 3:00 p.m., the moment I was pulled out of the pool, I was in a nowhere state of possibly alive or dead, and there is no way to tell which it was because it depended on future events. This is weird, as it seems that something that happens at 3:15 determines what happened at 3:00. That is, my ultimate recovery at 3:15 means that I was alive at 3:00 when I was pulled out of the pool not breathing. However, if I was yanked from the pool, no one knew how to do CPR, and I never took another breath, the result would be that I died at 3:00. So, it seems that the things that happen after the deathlike event at the bottom of the pool will later determine whether I died there. This is a most confusing kind of category. I will leave further discussion to the philosophers. However, I think it is clear that there is no specific dividing line at which we can say, “The person has stopped breathing for n minutes and so is dead.” In practice, n will depend on many details of the person’s prior physical state, the circumstances in which the breathing stopped, and what interventions happen during and after the n minutes.

The same is true for the stoppage of heartbeats. If you get CPR for ten minutes, having no regular heartbeats at all, your heart might still be restarted by a defibrillator. Thus, you weren’t dead, even though your heart had stopped and showed no propensity to work again on its own. Again, this makes it very difficult to establish at specific times whether someone is in fact alive or dead. If the defibrillator didn’t restart your heart, then I guess you died earlier; if it did, then you never died. But during the ten minutes of CPR, it’s very hard to say just what you are because that depends on the future.

You might try to get around this problem by saying that it is the permanent cessation of breathing and heartbeats that indicates death. However, permanent is a very long time, and it is really unclear how long we must wait to decide whether something is permanent. After a minute or three minutes of no breathing, I still don’t know if someone has permanently stopped breathing. After many hours, I’m much more certain, but the person must have died not after all those hours, but shortly after she or he stopped breathing. When? We can’t assign an exact time at which the person changed from being alive to being dead.

The second problem I mentioned with categorizing people as alive or dead comes when we lack important information about the person’s condition. Before the advent of modern medicine, it was sometimes difficult to tell whether someone’s heart was beating, especially in cases in which the heart had slowed greatly, such as hypothermia or narcotic use. Very occasionally, people were declared dead but then woke up some hours later. Lest we think this problem doesn’t happen these days, a Michigan woman was declared dead by paramedics and later found to be breathing at the funeral home (fortunately before being embalmed)—not in the nineteenth century, but during the COVID pandemic of 2020 (Waller & Bryson Tayler, 2020). She lived for eight more weeks after that. Fears of this happening in the Victorian era led to a number of amusing attempts to either be sure a person was dead or to allow the nondeparted to signal recovery inside the tomb (vividly described by Roach, 2003). These cases don’t happen much any more (and I doubt they were ever at all common), but the point is that without good knowledge of what is happening inside a person, it can be very hard to tell whether the person is alive. If I am flattened by a cement truck, you can be pretty sure I’m dead. If you find me lying on the sidewalk, unresponsive, then unless you are a physician and have a stethoscope on you, it might be difficult to determine what my status is. If a person is found outside in subfreezing temperatures and has a body temperature of 80 degrees, then he might or might not be still alive, that is, revivable, even if you can’t detect a heartbeat. We just don’t know.

For all these reasons, dead versus alive is a fuzzy category distinction. Although I pointed out that it is necessary for practical and legal reasons to know for sure that someone is alive or dead, the fact that we really need to know does not mean that in fact we do know … or even that we could know under ideal circumstances.

To make matters even stranger, if death is the irreversible loss of important biological functions, then it seems that the same person under the exact same conditions would have died at different times in, say, 1920 and 2020. For example, suppose that I was alive in 1920 but had a massive heart failure on the sidewalk. I could accurately be said to have died very shortly after that failure because such a condition was at the time irreversible. If I had the same condition and died from it in 2020, however, I would have died perhaps ten minutes later (i.e., ten minutes after the heart failure) because the initial heart failure would now be reversible, at least for some minutes. The existence of CPR and defibrillators in 2020 means that irreversibility occurs at a later point than it would have when we didn’t have these things. So in both cases, I had heart failure and died, and my bodily state was exactly the same in both. But because my condition would have been irreversible at a different point in 2020, the times of my death would be different even though I was not revived in either case. (This is blowing my mind.)

The challenges of thinking about these categories are magnified when we think about people who are brain dead. The first problem is with that compound name, which encourages you to think that the person’s brain is dead but the rest of him or her is not. But in fact, as the doctors tell us, brain dead is dead. It’s not a separate kind of condition, but rather one way of measuring deadness. Capron (2001), discussing this problem, laments that we will never get rid of the term brain dead and replace it with a more accurate one like brain-based determination of death. That is what brain death means—using the brain to classify someone as alive or dead. It doesn’t mean that the person is alive but the brain is dead.

We usually talk about people as being brain dead when they are on respirators and other medical interventions in an intensive care unit. Their hearts continue to beat because a respirator is pumping oxygen into and out of the lungs, but their brains no longer control basic physiological functions. (The brain doesn’t directly control each heartbeat, so the heart can continue to beat when the brain stops working, at least for some time.) Death of this sort was almost impossible to achieve prior to the twentieth century because it requires that even the most basic brain functions cease while respiration and circulation continue. Under natural circumstances, if your brain totally stops working, so does everything else in quick succession, and you would be not just brain dead, but dead in every way that one could measure. For 99.9% of human history, when the heart or lungs or brain stopped working, the other things failed as well just moments later. However, starting in the twentieth century, if you were already on a respirator, your brain could have stopped working for even basic functions, but the machine would continue to maintain your body for some time. As a result, your death could be demonstrated only by disconnecting you from it and subsequently determining that your lungs and heart both stopped working. While you are on the respirator, though, we can’t prove that your heart and lungs have stopped working and won’t start again—the respirator is preventing us from testing that. So you may well be dead, but some biological processes are continuing due to medical intervention. Tests of brain function may be necessary to see whether you are really alive, without taking the risk of disconnecting you from the respirator.

This can lead to conceptual confusion, such as the judge who in a legal opinion said, “When the life-supporting measures were suspended, death ensued [although the person] was legally dead even before heroic life support procedures were discontinued” (Capron, 2001, 1245). So the person was on life-supporting measures … doesn’t that mean that he was alive? And if he was legally dead, how could he die later, when those measures were ended? (If being legally dead is different from being dead, then I would choose the first.) To avoid this kind of confusion, we have to keep reminding ourselves that “brain dead is dead.” And it is also best to refer to “the respirator” rather than “life support” because brain-dead people can be on a respirator, which then allows their hearts to keep beating and send oxygen to the rest of the body, but they are not alive.

Brain death is not the same as simply being in a coma or being unable to move. It is determined by doing a number of measurements of brain function (e.g., reflexes of the brainstem, studies of cerebral blood flow, or electroencephalography) and finding that the patient does not respond as someone with a living brain would. Someone who is temporarily unconscious still has a working brain that gives near-normal responses. She still has blood flow to most or all of the brain. However, consistent with my claim that death is a fuzzy category, articles on the topic have many footnotes pointing out that test X of brain function is not accurate for people after drug overdoses, test Y will not give the correct response immediately after a shock, test Z cannot be given if there is a serious head injury, and so on. That is, although you might normally require seven tests, for some people, you can do only five of them. Or, if the person has taken barbiturates, the results won’t be valid because of the effect of central nervous system inhibitors. That is, the definitions all have various exceptions, just like all other attempts to define categories.

Brain death is clearly a strange state, which again has properties of both life and death. The brain has stopped working, just as in the dead. But the body is 98.6 degrees, has a heart that pumps blood, may still be digesting food in the gut, may have working kidneys, and so on. Functions that are regulated by the brain will begin to decline, and the state cannot be maintained forever. As in our other examples, we classify the person as dead in a counterfactual sense, that if we were to remove the respirator, the person would stop breathing and undergo all the rest of the processes of dying. But when we haven’t done that yet, the state isn’t clearly one or the other, because some normal processes continue. A transplant surgeon Roach interviewed (2003, 188–89) stated that “life and death is not a binary system … In between life and death is a state of near-death, or pseudo-life. And most people don’t want what’s in between.”

In short, although the extremes of life and death are certainly very clear, and most of the time no one will doubt whether we are alive or dead, the categories are still not very clear at the borderline. They’re not clear both in principle and in practice. That is, even if we know everything that can be known about a person, we might not be sure whether, at that moment, the person is alive or dead. And in practice, we may well not know very much at all about the person’s condition, causing even more uncertainty. I suspect that on the day of my death, it will be very clear at 12:01 a.m. that I am alive, and by 11:59 p.m. that night, it will be very clear that I am dead. But I don’t think it will be clear exactly what moment I transitioned from one state to the other … or if there even is a specific moment at which that happens. The fact that the boundary between two states is unclear doesn’t mean that the states are not actually different. However, it’s surprising to think that these very basic categories of biological existence are themselves somewhat fuzzy.

Some might take solace in religious explanations that seem to be clearer. Perhaps death is the moment that the soul leaves the body. This provides a single, specific time at which you stop being alive and start being dead, so the categories are no longer fuzzy. This answer doesn’t make the living here on Earth much better informed, though, because we can’t actually tell whether the soul is still there or not. Furthermore (and this is not a joke), I wonder how the soul knows when to leave the body. In my pool accident, I hope it doesn’t leave right after I’ve stopped breathing at the bottom of the pool because I hope someone is going to resuscitate me. Does my soul know this is going to happen and then wait around for it? If no one is going to resuscitate me, does the soul know that and leave the second my heart stops? So far as I know, my soul doesn’t have precognition. Since normal death is a continuous, progressive process, it’s hard to pick a spot at which my soul should give up and ascend to Heaven (I hope). If it sticks around on Earth for a while, just to be sure, then maybe I’m not dead even some hours after I’ve stopped breathing and decay processes have begun. That’s what the soul-leaving definition would tell us. Even if theologians come up with answers to these questions, it won’t help us make categorizations until we get a soul-o-meter that can tell us just where the soul is at any moment. Thus, death will remain a fuzzy concept in our everyday practice.

Some writers on this topic strongly object to the notion that death is continuous. Bernat (1998, 16) argues, “Because all organisms must be either alive or dead, death is an inherently discontinuous and instantaneous event.” However, the statement that all organisms “must” be either alive or dead is simply the author’s own opinion and is exactly what is in dispute (what philosophers call “begging the question”). Many of the arguments against the idea of continuity work backwards from the bad consequences of this notion. All kinds of legal problems would arise if we admitted to a state in which someone was both alive and dead, or neither. How would we do organ donations if we couldn’t classify the person as totally dead? These problems mean that death cannot be a fuzzy category, according to this view.

Because discussions of the definition of death are often done in a medical context in which many important practical issues exist, the definition is sometimes twisted a bit to solve practical problems, like when to stop expensive and pointless medical treatment or when to permit organ donation. I think, however, that there is no contradiction between recognizing two seemingly contradictory perspectives (Halevy & Brody, 1993). First, in reality, there is often no clear distinction between life and death around the time of dying. The dying process may start long before actual death (e.g., different organs might start to fail), and very similar decay processes continue after death, and the distinction between them can be hard to specify. Breathing can slow, become irregular, and eventually stop in a continuous way, rather than like a switch that is turned off.

Second, in spite of that, the idea of an in-between state in which one is neither alive nor dead—or is both alive and dead—is totally unworkable in practice. We have to make a distinction at a particular time, and the smooth working of society requires that we establish one state or the other as being the controlling one. The fact that the distinction may be somewhat arbitrary shouldn’t stop us from making it, just as (as I have noted many times) I have to set up a somewhat arbitrary criterion to divide my students who get a B+ from those who get an A−. The exact number I choose for this criterion may be reasonable, but there is no law of nature or measurement theory that says exactly what it should be. I use my best judgment, based on my teaching experience and expectations of my school, to come up with the right decision. And don’t have your parents call me to complain! But I recognize that the point total could have been 1 point higher or 2 lower and that another instructor might well have chosen a different criterion.

Similarly, doctors use their best judgment to draw the dividing line between life and death, based on experience, but that doesn’t mean that the details of their rules couldn’t have changed a bit in one direction or the other. You could always wait a little longer or stop CPR a little earlier. No doubt, doctors are very conservative in declaring death, waiting somewhat longer than the minimum, to avoid the devastating error of treating a living person as dead. Thus, they create an all-or-none system, in which the person is not legally dead until time of death is declared, even though the person likely died some time earlier—precisely when, we don’t know.

One sign that the exact criteria for death are to some degree arbitrary can be found in studies of different countries’ rules for establishing brain death in people on respirators (Wijdicks, 2002). Among those that have regulations for how to determine death, the rules differ significantly. Some specify a particular observation time to determine if the person recovers; others don’t. When the time is specified, it ranges from six to twenty-four hours. In forty-six countries sampled in this study, confirmatory tests such as electroencephalography are required, but in twenty-eight, they aren’t. All countries with rules specify that spontaneous breathing must have stopped, but some provide a specific test for this, while others simply permit disconnection from the respirator and observation as to whether the person breathes. The number of physicians who must certify that the person is dead ranges from one to four.

As a result of this variation, some people who are declared dead in country X would not be dead in country Y. Further tests would have to be done in Y, or a greater time elapsed to ensure that the person is doesn’t recover. Thus, the exact same patient could die in the Canada at 4 p.m. but would die in Russia at 6 a.m. the next day. The rules for declaring death are generally conservative—how conservative depends on the country and culture. The fact that Russia has more conservative laws than Canada doesn’t mean that the biological processes of death are any different. If fewer people are declared brain dead in Russia, or if they are so declared at a later stage, this is part of that arbitrary decision of where to draw the line. (There may also be practical issues related to differences in medical practice or technology in different countries.) Writers who say that there is one exact point at which one transitions from life to death are ignoring these differences, as well as our inability to provide an agreed-upon, specific criterion.

To be clear, all these differences don’t suggest that people are being denied the chance of recovery in some countries that have more liberal criteria for declaring death. It is likely that virtually everyone declared dead with looser criteria would also have been declared dead eventually with stricter criteria. The differences have to do primarily with how long it takes to make the declaration and what equipment must be mustered to determine this.

One final question regarding death is this: if death is now defined as brain death (as it is in most countries), why don’t we test brain function in most cases? If I die peacefully in hospice, as expected, no one is going to do a series of tests on my brain. If we find a body in the woods that has clearly been there for some days, no brain test is administered.

Someone who is hit by a car at high speed and whose heart cannot be restarted after multiple tries is declared dead without a single test of brain-stem reflexes. The reason is that although death is defined by loss of brain function, we know that the brain cannot last long without oxygen supplied by breathing and circulation to keep it alive. There is no chance that a decaying body found in the woods still has a working brain; failure to make the heart and lungs work after ten minutes means that the brain is now seriously damaged and getting worse. So the claim about the brain is really an inference. Having no heartbeat and respiration for a prolonged time equals no working brain. Clear signs of the first two mean that you don’t need to measure the third. The standard American legal definition of death (which has been adopted by almost all states) says that either irreversible cessation of all brain activity or irreversible cessation of circulation and respiration constitutes death. These are not understood as two different things, but rather as two ways of measuring the same thing in most circumstances.

In conclusion, what may be the most important categories of our lives, life and death, show many of the properties of psychological research on how people think about categories. Society has attempted to make rules for them, but they nonetheless have prototypes and fuzzy boundaries. The categories are also extremely complex and resistant to simple definition.

We have a strong urge to try to find clear boundaries and definitions in our lives. However, the world doesn’t cooperate with us, and the increasing complexity of society means that many category boundaries have become more and more difficult to negotiate. There will always be borderline cases, and our categories will always be fuzzy to some degree. We might try to use new technology to solve these problems, but it just as often complicates them, as different tests can provide different results.

Ultimately, Baggini’s (2009) comment on potato crisps quoted in chapter 9 applies here as well; the problems of making and using categories, from the trivial to the life-changing, apply across the board. We may rewrite his remark as, “We would like to think that the answer to the question ‘Is the person alive or dead?’ is out there, objective, just waiting to be found. Perhaps we need instead to confront our own freedom and responsibility—whether someone is alive or dead is for us to decide. Such is the profound condition of humankind.” That doesn’t mean that there aren’t better or worse ways to make this decision, but it does mean that ultimately, we’ll have to accept responsibility for choosing a method and for making a decision in spite of uncertainty that cannot be avoided.





12 Conclusions


Where have we been, and what have we learned? You may be disappointed that I have no single, overarching conclusion. Human categories can be confusing, and they have multiple facets. Indeed, if there is a main conclusion at all, it’s that our categories have a number of different and even conflicting bases. Not only do different categories come from different sources and are based on different reasoning, but a single category (e.g., race) can have different bases, like essentialism, legal rules, and stereotypes. This does have an important implication, namely, that we have to take responsibility and sometimes make difficult decisions about categories because simple principles and rules of thumb are inadequate.

In spite of this diversity among categories, there are some common morals to be drawn from our discussion, and I will review the main ones here.


The Inescapability and Inadequacy of Rules

One pattern that we have observed is that people have a strong desire to define categories using rules. It is a natural human goal to impose order and sense on the world, to be able to know what boxes everything should go into, with no ambiguity. The disappointing aspect is that this urge has failed in almost every attempt. Most natural categories simply do not have a definition or rule that comes close to working. Even human-made categories in systems of rules, like games, legal systems, official diagnostic categories, and the like can put only so much order into the universe. There are always test cases that seem to defy the rules—unclear category membership, not fitting into any category, or just giving the wrong answer. This is not due to any human failing, I believe, but simply to the natural complexity and messiness of the world. No religion, legal system, or bureaucracy can completely tame the variation and weird events that occur even in limited worlds like baseball or disease classification. In this way, categorization will always be imperfect, because the world—and human actions—are not perfectly regular.

One simple source of these examples are objects that are right on the borderline. There will always be some pitches that just might have caught the edge of home plate but might not have. With improved training and perhaps technology, those cases can be minimized (e.g., through the use of instant replay) but never completely eliminated. A more interesting reason for such cases is that all rules take place within an assumed background. Our legal system is embedded in a cultural and physical world that is understood at the time the laws are made. But as society changes, and as new technology and unprecedented events occur, we can find that the rules still technically apply, but they give the wrong answer.

Consider Leif Stedman, one of the most successful recipients of an artificial heart. He was rumored to be an organized crime figure, but he had only ever been charged with tax evasion in his native Sweden. When he received the artificial heart, the authorities dropped their investigations into him under the assumption that he could not survive a trial. Furthermore, a number of legal experts argued that he was no longer alive as of the day his heart stopped working, so he could not be prosecuted. Talk about mixed feelings! Apparently, Swedish law at the time defined a functioning heart as the dividing line between living and dying, and Stedman was on the wrong side of this divide.

What strikes me about this case is that a rule that probably worked perfectly well for the entire history of humanity had suddenly stopped working. Stedman was clearly alive, as he pointed out in a news conference (UPI International, 1985). If he were in fact legally dead, he could commit any crime with no consequences. Furthermore, anyone could commit a crime against him without suffering any consequence. He would have no rights and no responsibilities. Yet he was receiving the most advanced medical treatment in the world, at enormous expense, and was walking and talking like any of us, albeit tethered to a compressor. The problem was that the original rule was made in one kind of world, where the human body had to do its work largely unaided, and we now live in a different world, where medical techniques and equipment can help to keep us alive even when our bodies give out. Changes to the world have caused changes in basic human categories, like what makes something music, who is a mother, what is the press (as addressed in the First Amendment), what is property, or what constitutes assault. As recently as 1950, say, no one would have imagined that any of these categories would have to evolve, perhaps radically, to take into account new technologies and human practices.

This leads to another important question …



Should We Use Categories at All?

If the pace of change in our society continues at the current rate, we can expect to have to reconsider many other categories in the future. This raises the question of whether it would be better to try to eliminate categories entirely. Maybe we should not simplify the world by treating different objects or events as if they were the same. Let’s keep in mind all the facts, contexts, and differing perspectives that make any object or situation so rich. Down with categories! Now we have no more borderline items or difficult decisions to make.

But that’s not possible. I can’t keep in my mind all the factors, events, and views of the Civil War, or of a particular person, or even of many simple objects. Learning all the information would take much time; remembering it would be impossible; and taking into account every fact about a single event or object would go beyond my modest cognitive capacities.

Perhaps you are personally not the most complex person in the world. However, you have possibly had a long life, with many achievements, problems, relationships, and experiences; you also were born with a complex set of abilities, tendencies, and physical attributes; and you also have been subjected to illnesses, disasters, promotions, disappointments, and various physical challenges. Furthermore, society’s view and treatment of you affect your behavior in multiple ways. How can I possibly take all those things into account when predicting what you are likely to say or do in response to some act of mine? I don’t know 90% or more of the information I would need, and even if I did know it, I don’t see how I could put it all together to make a specific prediction of your reaction to some event. It would be like trying to do weather prediction in my head from all the temperatures, wind speeds, and conditions across North America. Instead, I have to fall back on simplified classifications like “Remember, she’s a conservative” or “He’s a real sports nut.” Some of the categories may be unquestionable, like “He’s quite elderly” or “They are in great health,” but others might be value-laden and harder to confirm, like “kind of a nut” or “total passive-aggressive.” Using such categories allows me to make a decent guess about how I should interact with you, or whether I should even try to do so.

Categories of objects are equally inescapable. If I see a novel piece of furniture in your living room, I won’t know about its construction, design, or the intentions behind its manufacture. However, once I’ve classified it as a chair, I might sit on it; but if I think it’s a peculiar table, I won’t. We live primarily in a human-constructed world now, so most of the objects we encounter were manufactured to fill certain categories. The natural world has not been made to fit any categories, unfortunately, and so we are necessarily simplifying and perhaps distorting things by using them. Nonetheless, doing so is unavoidable, and it often works.

In January, I put out birdseed that is laced with capsicum to keep away squirrels. My belief is that winter birds will eat such seed, but squirrels will not—and this seems to be true. There may be some birds that don’t like it, but I don’t really know. Maybe red squirrels would eat the hot seeds if they were around, or perhaps a mutant gray squirrel that doesn’t mind spicy food or is starving. My categories of birds and squirrels may not be perfect, but they seem to work well enough for me to keep buying and putting out the seed, and I haven’t seen any squirrels at the feeder yet. The existence of exceptions and borderline cases doesn’t mean that our categories aren’t helpful the large majority of the time.

The biggest shortfall in our categories can be found in those involving other people. They too may be extremely helpful, as you really shouldn’t talk to your elderly neighbor in the same way that you might talk to the teenager across the street or the toddler who lives next door. Age may reflect differences in vocabulary, linguistic ability, knowledge, and interests, as well as what is socially appropriate. You could well be wrong about these things for those individuals, but I am telling you that if you think you can engage in a long explanation with a toddler on how foolish the recent stock market movement is, you are likely to find yourself talking to the air. And if you speak to the elderly person with the same vocabulary and content that teenagers use, you may also find the interaction unsuccessful and your neighbor offended. (Of course, even trying to have a conversation with a teenager is not recommended.) But there is no guarantee that these expectations of yours will be correct. As you get to know these people better, you can substitute your specific knowledge for the generalizations that you started with as “old person” and “taciturn teenager.” Categories are especially useful for interactions with novel people and things. But once you get to know someone, you can rely on more specific knowledge to inform your behavior.

The real trouble starts with categories that define social groups in our society and have essentialist tendencies. Once you’ve classified someone as a woman, it may be difficult not to then assume that she has the stereotypical properties associated with women in your culture. The same is true for racial and ethnic categories. Indeed, almost any way of classifying people comes with some kind of stereotype, which may have some statistical validity or not, but which never describes every single member of the group: profession, national origin, age, education level, geographical region, political party—really, everything. All these categories can provide initial guesses about someone’s interests, background, and abilities. The problem is when such guesses overrule evidence about an individual (Nisbett & Ross, 1989), or if you don’t wait to gather such evidence: the janitor is actually quite intelligent, and the doctor is kind of dumb, but you can’t figure that out because of your beliefs about their professions. (This is much like my friend mentioned in chapter 1, who dislikes anything that he suspects is cheese, regardless of its taste or texture.) A category can overwhelm the information that you should be noticing about that person, thereby making you less accurate and probably doing some kind of social harm. When we think of these cases, perhaps we imagine a world in which we won’t use categories of people and their associated stereotypes any more. We will just take every person as an individual.

Perhaps that sounds like a worthwhile goal, but I don’t think it is going to happen, for two reasons. First, as I have just argued, categories are simply too helpful. Second, I simply don’t think that it is human nature not to notice and use categories. We categorize everything in the world around us and rely on those categories to direct our behavior. To simply decide “I won’t categorize people anymore” might be as impossible as deciding, “I’m not going to see in three dimensions anymore. After all, the image on my retina has only two dimensions, and the third dimension is simply my visual system’s assumption about the world.” Good luck with that!

Perhaps there is a less radical alternative to trying to eliminate categories, which is to be aware of which categories we’re using with people and how they might be affecting our judgments about them. We could become better at noticing our unconscious assumptions and be critical of our conclusions. Suppose that the person we’ve just met doesn’t seem too bright or doesn’t give an impression of competence. Wait—is this impression actually based on any real data, or is it a first reaction based on his or her identity? Maybe you can wait and give the person a chance, to see how he or she actually behaves. Be aware of self-fulfilling prophecies, in which you categorize people and then treat them in the way that you think is appropriate for that category. This often leads to confirmation of stereotypes.

There are many discussions of such things in the media and in books, following recent attention to racial injustice in particular. Such lessons also apply to gender and sexual orientation, categories of immigrants and foreign citizens, age groups, and so on. I am not an expert in this and will not attempt to spell out the details of countermeasures that one should consider using to resist prejudicial categories. I believe that this can be done, but also that it is a lifelong job, because the categories come to us so easily, whether we want them to or not. And furthermore, a simple statement that categories of people are bad does not really work because we really ought to rely on categories of professions, language groups, ages, and interest groups for some things.

Relying on categories is simply one way in which we attempt to navigate the world efficiently and effectively. I don’t know my surgeon intimately, nor do I know her medical experience and training in detail. However, the fact that she is a board-certified surgeon makes me think that I should listen to her evaluation of my case and give her opinion the appropriate weight. If I listened to everyone, or if I randomly asked different people for advice, this would avoid the potentially pernicious effects of classifying people, but I don’t think the world (or my throbbing knee) would be better off.



“Expert” Help

Another theme that has run through the book is the presence of experts trying to tell us what the categories are. I am a bit skeptical of many of these experts, some of whom are simply know-it-alls who have learned a little bit and are anxious to show off their knowledge, in contrast to your supposed ignorance. These include teenagers who tell you that a tomato is not a vegetable (it is), or the friend who informs you out of the blue that a rabbit is not a rodent “anymore,” or people who tell you that someone hitting you with a baseball bat is not an assault, but in fact battery. Such self-styled experts often make one or more mistakes.

First, they do not realize the existence of polysemy, the fact that words often have multiple, related senses. Second, and related to this, they are eager to give you a technical definition to declare that your nontechnical use of the word is wrong. But both uses are right, just in different contexts. Yes, in technical legal language, “assault and battery” refers to a (possibly verbal) threat, assault, plus an illegal physical contact, battery. Nonetheless, the word assault is often used to refer to just the physical part, and this has a long history, such as in military uses (assault on the enemy position) and various metaphors (assault on our values). A sexual assault is not just a threat, and an assault rifle is not a weapon that spews threatening words. So what do these people hope to gain by telling strangers on Twitter or friends in conversation that they were not really assaulted when hit by that baseball bat? They are trying to apply one meaning of a word to all its uses, when the word has multiple meanings.

Many of the supposed errors in categorization that we have been blamed for fit this mold: the tomatoes that are fruit, the sharks that are not fish, the mushrooms that are not plants, or the house sparrows that are not sparrows. In some cases, the self-appointed corrector is simply wrong, not realizing that a category does not have a technical definition. People who told me that palm trees are not really trees but are grass didn’t seem to realize that there are no biological categories of tree and grass. They are pure categories of convenience.

So I would like to offer a message of hope to everyone who has suffered through such know-it-alls. When they tell you that you are wrong, do not just lie down and take it. Challenge them to explain why rabbits are not rodents. Often they have no idea—they just read it somewhere. “So, someone told you that palm trees are not trees, and you have no idea why, but you just believe it?” Challenge their use of a technical definition in what is a normal conversation. Why should a definition by botanists enter into a discussion of putting vegetables in a salad? Often, with a little cleverness, you can turn the error on them: “Yes, a house sparrow is not a ‘real sparrow,’ in that it’s not related to our North American sparrows. But in fact, the house sparrow is the original sparrow, and the North American birds were given the name sparrow by English settlers who thought they looked similar. So, Ms. Know-It-All, in fact, the house sparrow is the real sparrow, and the ones that you thought were the real ones are in fact the ones with the wrong name! Ha!” Good luck.

Of course, none of this means that you shouldn’t listen to real experts talking about their field of expertise. If you’re in the botany lab, I would take the professor’s word for what is a fruit or plant, so long as you understand that this categorization is within the context of biological theory, not everyday life. If you are a lawyer in court, it could be important to use terms like assault in their technical senses, or you could be doing your client a disservice. A dependent for income tax purposes might not match your idea of what a real dependent is. But if you don’t want to get fined by the IRS (or lose out on a significant deduction), I suggest that you accept your accountant’s classification.



Language, the Double-Edged Sword

As the previous discussion illustrates, language is a very inexact guide to what categories there are. Polysemy is just one reason. Look fruit up in the Oxford English Dictionary, and you’ll find many entries (some subdivided into slightly different meanings), each referring to a different category. Names often follow a historical path in which different related things come to be called by the same name, perhaps to ensure continuity. Uses that were originally metaphors become conventional. As that process of extension continues, after a few hundred years, objects or events that seem rather different may have the same name, but it is hard to believe that they are really in the same category. Similarly, things that have developed different names sometimes end up being very similar: are jars really different from bottles? People use names for their ease of communication, not necessarily to accurately track the various kinds of things in the world. The car I drive is not really the same kind of thing as the car of a freight train. If there is any confusion in using the same word, “car,” for both, it is confusion over speaking and understanding the word. No one thinks that the freight car has a steering wheel and seats, as my car does, nor does anyone think that my car is used to transport grain to a port. Everyone knows what the different categories are; the problem is that language does not reflect those categories as well as it might. A further error arises when people insist that two things are the same or different because they have the same or different names. That is a clue, but it is not a deciding factor.

In general, language provides a decent first guess as to which things are in the same category, but it is unfortunately not definitive.



Similarity

Members of a category are generally similar to one another, and this is a valuable clue to what category something is in. However, categories cannot always be based on the overall similarity of objects or an obvious rule. Sometimes specific knowledge or a complicated theory is necessary to identify categories. If an alien were to land on Earth, it could look carefully at a butterfly and a larva and have no idea that they are in the same species. Nothing about their appearance would lead any rational creature to think that they are closely related. It is only when you know that one metamorphoses into the other that you classify them together. That is perhaps just one fact, but in biology, an entire theory of evolution and of the specific evolutionary history of a group of organisms may be required to make a category like birds or arthropods. You need to look at specific adaptations, compare genes, and take into account various annoying factors like convergent evolution in order to decide that the lungfish is in a category with mammals rather than most fish, or that mushrooms go with most animals rather than with plants. It took a long time to develop the theoretical and technical apparatuses that could lead to this conclusion. The system is not 100% accurate and no doubt will continue to be modified in the future.

Although science is perhaps the most likely place to find such categories, any system of any complexity can lead to these theoretically motivated categories. There is no way that you can classify different types of music without massive knowledge of the genres and why they are the way they are. The category of a legal pass in football is so complicated that television broadcasts have experts on call to explain the rules and why something is not a completed pass (and other technical rules), even though it appears to be one. The expert tells the audience not only the rule (e.g., “the player must maintain control of the ball”), but also unwritten considerations that go into the rule (e.g., “his hand does come off the ball, but the ball is still between his hands and his body, so …”).

In such cases, categories do not speak for themselves. They don’t announce themselves the way that many everyday categories do, by obvious resemblance of the members. To interpret or even influence category membership, an infrastructure of experts may arise: academics, law firms, journalists, bureaucrats, pundits, or religious authorities. In such cases, creation and maintenance of the categories are out of the hands of the ordinary citizenry and in the control of the experts.

Now, you might find a contradiction between this conclusion and my previous point, in which I criticized “experts” who try to correct our categories. There is a difference between experts and “experts,” though. The people who have actually studied a field and know its ins and outs can help us understand what is really in the same category and what is not. But self-proclaimed experts are the ones who tsk-tsk us on Twitter or at the office party, based on something they read or heard once, without having much of an understanding of it other than the alleged point (“Palm trees are not actually trees!”). Of course, real experts can also be twits when they believe that their technical category is the only one, or even that it is a useful category for everyday life. A biologist may be correct in telling you, “There’s no real category of fish,” speaking from the perspective of biological taxonomy. But if he then tells you that you shouldn’t say that you caught a fish or that you like to eat fish, the person is making the same mistake as the high school student proclaiming that Mom and Dad are all wrong about tomatoes. Technical categories often rely on a complicated theory to determine membership and can’t be decided by our lay intuitions of similarity. But that doesn’t mean they are the only categories. Fish is a very useful category, as confirmed through centuries of use, and it should not be discarded because of findings from theoretical biology, which has its own concerns and goals.



Categories and Power

Another lesson is the companion to the last point, namely, that the person or organization that controls the categories exerts power. If I get to decide what is a felony, I have an enormous power over the people involved in such crimes. Is a medical treatment “experimental” (not covered by insurance) or “accepted practice” (covered)? The insurance company that decides this may control whether you live or die, or at least whether you maintain your financial integrity or have to declare bankruptcy. Almost every piece of legislation creates new categories of people affected, of acts that are permitted or prohibited or encouraged, and of consequences for people in those different groups. Each of those categories leads to problems of categorization, of deciding whether a given act falls under the statute, and if it does, what particular consequence should be applied. And no matter how careful legislators are in crafting their statutes (and they often are not), borderline cases and situations that they did not envision will arise and bedevil the courts. The courts, then, are often the agents of classification, who decide who is and isn’t in the category and how deserving they are of the reward or punishment specified in the statute. More broadly, many bureaucracies may be seen as exercising the power of categorization: schools, government agencies, corporations, libraries, hospitals, and charities all make discriminations as part of carrying out their policies, and their employees and clients must live within the boundaries that they construct.

I have argued that categories are made for our convenience, but when an organization or person makes categories within a bureaucracy, we have to remember that it does so for its own convenience, not ours. The two may coincide (as they hopefully do when legislatures create legal categories), but it is fair to be critical of categories that are handed down by a large corporation or other source whose interests do not coincide with ours.



The Arbitrariness of Boundaries

The final lesson is a return to my overused example, the procedure of assigning grades in a classroom. As I have noted, if the teacher is required to give A’s, B’s, C’s, and D’s, then the teacher is classifying students (or, more accurately, their course performance) into four groups. Teachers are generally reliable in my experience, and better students get better grades. However, the exact line between the grades cannot really be justified. Why is it that a 78% average is a C but a 79% average is a B? Teachers try to find dividing points that make reasonable-sized groups and that correspond to their notions of what is good and bad performance. It is very likely that the person in the middle of the B category knows more than the person in the middle of the C category. At the same time, it is generally impossible to give a strong argument that 78% deserves a different grade than 79%. It is just that you have to give different grades, so you have to draw a line somewhere, and this spot seems reasonable.

I have used this example so often because the problem comes up over and over and over, throughout the domain of categorization. The airline has a weight limit for your luggage, above which you must pay an excess baggage fee. Why is it that Delta charges an extra fee for bags fifty pounds and heavier? Those bags have “excess weight.” Is the forty-nine-pound bag really different from a fifty-pound bag? If you didn’t want to pick up a fifty-pound bag, I would bet that you wouldn’t like to lift a forty-nine-pound bag either. True, but if Delta doesn’t want huge bags, it has to establish some criterion, and fifty pounds is pretty heavy for a suitcase. At the amusement park, there may be a sign saying, “You must be THIS tall to go on this ride,” with a cutout of a little person to show the minimum height. If the height limit were an inch higher or shorter, would it really change anything? Surely not. But there has to be a limit.

Rhetorical questions about why a criterion has its precise value really get us nowhere: Any criticism of the criterion is just as footless as the criterion. If a student who got a 78 asks me why I set the B criterion at 79, I could answer that maybe it should be 80 or 81 instead. The student has no better reason to think that the dividing line should be lower than for thinking that it should be higher. I recognize that 79 is one of a number of reasonable alternatives, so unless someone can show me why it’s wrong, I’m unlikely to change it. The people just below and just above the criterion are unfortunate and lucky, respectively, but that doesn’t mean that the entire classification system is unfair.

In this way, many categories have an element of not unfairness as much as an element of arbitrariness that cannot be resolved. Perhaps one could argue that the categories should be eliminated if their boundaries cannot be defended any more specifically. However, that would mean giving up standards for all kinds of things. My state says that I may not park within six feet of a fire hydrant. Why six feet? Can you fit a fire engine in that space? No, so why not make it two feet? Or why not make it twenty feet? (Other states where I have lived set the distance at fifteen feet.) The problem is that one can pose these questions to any distance that they came up with, and so it seems that there shouldn’t be a rule at all. Banks must report cash transactions of $10,000 or more to help prevent criminal activity and corruption. My own criminal activities are for far less than this amount, I can assure you—so should they use $2,500? Or $1,000? Of course, some businesses legitimately use a lot of cash, so maybe the limit should be $20,000? And if we can’t say why the rule should be precisely $10,000, then we could say that there should be no such rule at all.

To my mind, this way lies chaos. The arbitrariness of the specific rule is something that adults understand and live with. If I park one foot too close to the hydrant, I broke the law and have to pay my fine. Even if the exact distance required by the law is somewhat arbitrary, I understand that we should keep hydrants accessible so that firefighters can get their hoses to them and help to save lives and homes. Therefore, there has to be a specific rule to define where I can park. Repeated, large cash transactions are a warning sign that should be investigated, whatever limit is decided. There are very few categories whose precise boundaries can be rationally justified. The general answer, “It seems to work pretty well most of the time,” is not bad. That doesn’t mean that my grading scheme might not be too harsh or too lenient for some classes, nor does it mean that the government will specify the best rules for classifying things every time. But understanding the arbitrariness of a particular dividing line is just part of understanding the complexity of the world. There’s no specific line between the colors yellow and orange, and people disagree on what colors at the border between them should be called. But that doesn’t mean that yellow and orange are actually the same colors; they aren’t. Tall people have different heights from average-sized people, but that doesn’t mean that we know exactly what the line is between average and tall heights.

In some cases, arguments over the arbitrariness of a criterion are simply bad-faith attempts to get rid of a rule entirely (or to avoid the consequences of violating it). We saw this in the imposition of coronavirus restrictions in 2020, which established a large number of new categories: people who had to quarantine, businesses that had to close, minimum distances between people, and levels of infection that triggered school closures or other events. For all these, there were complaints or attacks from some quarters. Why is six feet the exact distance we should stay apart? If it can’t be specifically justified, the rule is bogus, so we shouldn’t have to follow it. Why was high school basketball stopped but soccer was permitted? Why were liquor stores permitted to remain open when many other retail outlets had to close? The questions may have been valid, but the askers often didn’t seem interested in the answers. Instead, they simply wished to cast doubt on the rule itself by dwelling on the borderline cases. My reaction to these discussions was often, “These are people who have never had to make a policy and deal with all the complexities that come up. Somehow they expect everything to be perfectly clear, justifiable, and simple, when this situation is anything but.” Maybe six feet of separation doesn’t guarantee safety, but having no separation will clearly lead to disease transmission, and having twenty feet of distance is clearly impractical. Making categories involves drawing lines, and often a line must just be chosen even when there is no guidance for precisely where to draw it.

Ultimately, the question is not whether the specific boundaries of the category can be proven to be correct, but rather whether it is worthwhile making the category to begin with. If there should be some distance between my car and a fire hydrant, then a category must be formed; if schools should close to avoid a virus spreading in them, some rule for determining that status must be used. Once that is agreed upon, then we must accept the need for a partly arbitrary category boundary. This doesn’t mean that there aren’t better or worse boundaries. If I give A’s only to students who score 100% on all my exams, I have a very clear boundary, but it doesn’t seem fair. We can argue about where any boundary should be, and policy tends to develop over time to take into account the experiences and shortcomings of past boundaries. But rhetorical arguments about the validity of any boundary are really just an attempt to undermine the category as a whole.

In some cases, you might find it possible just to get rid of the categories. Perhaps my university should not report letter grades at all, but rather percentages or point totals or percentiles of relative performance. Then people looking at the transcript can decide for themselves what is good or excellent performance. However, this cannot be done for cases in which rules specify permitted and forbidden actions. Either I can park here or I can’t; either the bank reports my cash deposit to the authorities or it doesn’t; either you can practice medicine in this state or you can’t. If we had fuzzy rules in which different actions blend into one another without a clear dividing line, we would end up with an even more arbitrary system, in which someone would have to judge whether you violated a rule without the benefit of a general criterion that applies equally to everyone. One police officer might decide that my seven-foot distance from a hydrant is too close, whereas another might decide, “no big deal.” One insurance agent might think that my blood pressure is too high and that my medication should be covered, but another one working for the same company sees it as not bad enough (yet). And, as I think we know, when we give flexibility to gatekeepers and deciders, decisions are affected by all the biases that human judgment is subject to, including giving the benefit of the doubt to people like us and being strict towards people who are not. In short, I think it is better to accept the arbitrariness of the six-foot rule and my 79% dividing line, so long as we think it is necessary to have any rules and standards. The arbitrariness of our dividing lines shouldn’t embarrass us.



Convenience and Responsibility

Finally, I would like to return to the insight from Tudge (2005) that categories are conveniences (chapter 3). This is true on a number of levels. First, it points out that almost all categories do not exist purely in nature, having an existence independent of human activities and thought. Although Mars and Pluto certainly exist, the category of planet is one that we have made up to talk and think easily about celestial objects of a certain size and importance. The laws of gravity and motion apply to comets, satellites, suns, and planets alike; they don’t pick out planets as following different rules. Similarly, it is helpful for psychiatrists to have categories like schizophrenia and bipolar depression, but it is not at all clear that the laws of psychology and pharmacology distinguish people suffering from such diseases from each other and the rest of the population. Only a very few of our categories can be argued to be intrinsic to the world, probably including physical elements and maybe species. Maybe.

The second way in which this is true is that categories have to reflect our own interests or else they will pass out of use. In seventeenth-century England, some people thought that it was helpful to list deaths in a bath or in bed (chapter 7) in their mortality accounting. In the twenty-first century, we don’t find these categories to be useful, and I believe that it would be difficult to find a medical authority that counts the number of people who died in bed. Instead, they are counting people who died from melanoma, from antibiotic-resistant infection, from homicide, and so on. Those categories make practical sense in our society and also may be more compatible with modern science than the earlier seat-of-the-pants accounting of deaths. Compatibility with science is itself a matter of our convenience, given the importance that it plays in our understanding of the world. Perhaps utility would be a better word than convenience in this case.

These two principles lead to an important consequence, namely, that we should feel free to make categories that serve us. As Tudge pointed out, the category of seafood makes no biological sense. So what? It’s awfully helpful when you’re trying to write a menu or design a dinner. The store that buys flounder from a wholesaler is likely to find that this wholesaler also carries mussels, shrimp, and crabs, in large part because they come from the ocean and have some of the same commercial sources. So it is helpful to group these things as seafood. If it weren’t helpful, the category would go out of use.

This dovetails with my earlier point about know-it-alls who try to tell you what the “right” categories are, with no apparent constraint from your interests and activities. People who plant palm trees in front of their southern California homes are hoping to get an effect that you get from trees, not the effect that you get from grass, and if palm trees won’t work, perhaps some other tree will. Telling them that palm trees aren’t real trees, as if there were some biological law telling us what trees are (there isn’t), is a violation of the homeowners’ right to use the categories that actually help them do things. It may seem that people who are sticklers about such categories are smart because they know the official rules for something, but I can assure you that they aren’t wise.

I would like to go even further in this vein, because the word “convenience” understates the role that categories can play. In many cases, we may realize that the categories of our past no longer serve the functions they ought to—or perhaps we have developed new needs and goals that they cannot serve. The most obvious examples are those of categories of people. I think it is undeniable that our gender categories, for example, are not and should not be the same as they were in, say, 1940. We may have to make new categories, eliminating old stereotypes and criteria. And as our assumptions have changed (and I’m sure they will continue to change) about what it means to be male, female, or something else, the categories will need to change along with those assumptions. Dogmatic statements like, “You can’t be a woman because you can’t become pregnant” have never been true, but they serve us very badly now even as shorthands, and we’ll need to revise such categories as society changes. The same happens, of course, with scientific categories as our knowledge develops, and the things that people thought when they first identified some categories turn out to be not correct (sorry, mushrooms are not in the same category as most plants). And as a result, those categories will change too.

One of the attractions of definitions and rules is that they can be followed mechanically. Do you have these three properties? OK, then you have condition X, and your insurance company will pay for your treatment. You don’t? Well, sorry, but even if your doctor says you need treatment, the rule says you don’t, and I can’t do anything about it. Really, it’s out of my hands. Or: I got out a tape measure, and your car is only four-and-a-half feet away from the hydrant, so you’re getting a ticket.

Ultimately, we have to take responsibility for the criteria that we have used and justify why they are the right ones. And when strange examples arise, we have to decide for ourselves what category they are in, perhaps by looking to the principles and goals of the classification system. There is no mechanical rule to tell us whether Pringles really are or aren’t potato chips, so we have to decide what why we want this category and how Pringles fit into that picture. Is there something about Pringles that makes us not want to apply the tax to them? They are a snack food just like potato chips and are eaten in much the same way and in the same contexts. Is that more important than their precise means of manufacture, ingredients, and packaging? Or is it the amount of potato that we are trying to regulate? Referring to a strict rule that was made long before Pringles existed could simplify the issue, but it won’t help us make the categories that serve us best.

Similarly, as we are confronted with difficult cases and inadequate person categories such as race and gender, we can solve them only by facing the root causes of the problem and trying to decide just what we are making these categories for. We will not be able to rely on past guidelines that no longer fit a changing world or that seem to give bad results.

Recall the example discussed in chapter 7 of counting COVID-19 deaths. Deniers were able to harp on contributing conditions like diabetes or heart disease to deny that a person should be counted as a “COVID death.” Or they saw that the death certificate indicated that someone died of pneumonia (so not COVID—see?), ignoring the fact that the pneumonia (or stroke or heart failure, etc.) was directly caused by the coronavirus. To make informative counts, we have to carefully specify what we want to be in the category and take responsibility for that: We’re counting all the people who died as a direct result of catching COVID-19 because we want to understand what the effect of this disease is. That doesn’t deny that there are other completely legitimate categories that could include some of these cases. If we want to know the death toll of diabetes, then including diabetics who died from COVID could well be very informative. To justify these categories, we have to start by explaining what job they are supposed to do for us, and then use that to motivate the criteria that we will use for what will be included in it. There is no prior division of the world into all-purpose categories that we can rely on for every endeavor.

As Baggini (2009) argued, it is just part of the human condition that we have to make these decisions in a confusing world, and we cannot really avoid them by making a simple rule that we then pretend exists independent of us. This is true for trivial categories like potato chips and peanut butter, as well as significant ones like art, crimes, and kinds of people.

When it comes to categories we live by, we can take agency and make categories the way we think they should be. That doesn’t mean that we can create them based on wishful thinking, because categories based on hope more than reality simply will not be very successful. They will not meet the standard of utility, helping us to sort the world into useful groups that can direct our responses to it. But in the social world, trying to make a category the way it ought to be creates a self-fulfilling prophecy that has an effect on reality. The categories of our institutions and social interactions become self-sustaining with use. Categories we live by also can be categories we created in order to live by them.
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