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Preface to the
 Updated Edition

I AM AMAZED THAT two decades have passed since I wrote the first edition of The Seven Sins of Memory, but the calendar doesn’t lie. More than once during that time, I’ve come across an exciting new research finding or intriguing idea that is relevant to one of the sins and immediately thought: “I wish I had been able to talk about that in the book!” So, when my agent, Susan Rabiner, let me know that Houghton Mifflin Harcourt would be interested in publishing an updated version of Seven Sins, I embraced the opportunity to incorporate some of the important new developments regarding the sins that have emerged since 2001. I’ve done so by building on the contents of the 2001 edition with updates at the end of each chapter that discuss two noteworthy developments that are relevant to that chapter. Much has happened in memory research since 2001, and because I couldn’t do justice to all of it without writing an entirely new book, I have included updates about ideas and findings that I think either illuminate the nature of the memory sins or highlight their impact on our day-to-day lives in a compelling way. I very much hope that the updates are as interesting for you to read as they have been for me to write.

The updates have been improved by feedback from students and colleagues who have taken the time to read them: thanks to Nadia Brashier, Adam Bulley, Alexis Carpenter, Ethan Harris, Catherine Ho, Sarah Kalinowski, Kevin Madore, Johannes Mahr, Paul Seli, Preston Thakral, Ruben van Genugten, John Wixted, and Jordana Wynn for their valuable input and insights. I’m also greatly appreciative for many stimulating discussions with students in my freshman seminar at Harvard concerning the seven sins of memory, which I’ve offered every few years since 2001 and will hopefully benefit from an updated course text. I also thank Susan Rabiner for planting the idea of a new edition and my editor at Houghton Mifflin Harcourt, Nicole Angeloro, for her interest and support throughout the revision process.

Finally, I dedicated the 2001 edition of this book to my wife, Susan, and my (now very impressive adult) daughters, Hannah and Emily, and with great satisfaction I do so again twenty years later.

—DANIEL SCHACTER

April 2021


Introduction

A Blessing Bestowed
 by the Gods

IN YASUNARI KAWABATA’S UNSETTLING short story “Yumiura,” a novelist receives an unexpected visit from a woman who says she knew him thirty years earlier. They met when he visited the town of Yumiura during a harbor festival, the woman explains. But the novelist cannot remember her. Plagued recently by other troublesome memory lapses, he sees this latest incident as a further sign of mental decline. His discomfort turns to alarm when the woman offers more revelations about what happened one day when he visited her room. “You asked me to marry you,” she recalls wistfully. The novelist reels while contemplating the magnitude of what he has forgotten. The woman explains that she has never forgotten their time together and feels continually burdened by her memories of him.

After she leaves, the shaken novelist searches maps for the town of Yumiura with the hope of triggering recall of the place and the reasons why he had gone there. But no maps or books list such a town. The novelist then realizes that he could not have been in the part of the country the woman described at the time she remembered. Though the woman believed that her detailed and heartfelt memories were accurate, they were entirely false.

Kawabata’s story dramatically illustrates different ways in which memory can get us into trouble.

Sometimes we forget the past, and at other times we distort it; some disturbing memories haunt us for years. Yet we also rely on memory to perform an astonishing variety of tasks in our everyday lives. Recalling conversations with friends or recollecting family vacations, remembering appointments and errands we need to run, calling up words that allow us to speak and understand others, remembering foods we like and dislike, acquiring the knowledge needed for a new job—all depend, in one way or another, on memory. Memory plays such a pervasive role in our daily lives that we often take it for granted until an incident of forgetting or distortion demands our attention.

Memory’s errors have long fascinated scientists and have come to occupy a prominent place in our society. With the aging of our society, memory problems are increasingly common among this large sector of the population. Seemingly endless numbers of articles, books, and blogs remind us that memory has become a principal health concern of busy, stressed-out, and forgetful adults—and many others. Forgotten encounters, misplaced eyeglasses, and failures to recall the names of familiar faces are regular occurrences for many adults who are busily trying to juggle the demands of work and family and to cope with the bewildering array of new communication technologies. How many passwords and PINs do you have to remember just to manage your affairs on the Internet, not to mention your voice mail at the office or your cell phone? How often have you had to seek a new password at a website because you’ve forgotten your current one? I’ve lost track of how many times I’ve had to work through that annoying experience.

In addition to dealing with the frustrations of memory failures in daily life, the awful specter of Alzheimer’s disease looms large. As the general public becomes ever more aware of its horrors through such high-profile cases as singer Glen Campbell’s battle with the disorder before his death in 2017, the prospects of a life dominated by catastrophic forgetting further increase our preoccupations with memory.

Although the magnitude of the woman’s memory distortion in “Yumiura” seems to stretch the bounds of credulity, it has been equaled and even exceeded in everyday life. Consider the story of Binjimin Wilkomirski, whose 1996 Holocaust memoir, Fragments, won worldwide acclaim for portraying life in a concentration camp from the perspective of a child. Wilkomirski presented readers with raw, vivid recollections of the unspeakable terrors he witnessed as a young boy. His prose achieved such power and eloquence that one reviewer proclaimed that Fragments is “so morally important and so free from literary artifice of any kind at all that I wonder if I even have the right to try to offer praise.” Even more remarkable, Wilkomirski had spent much of his adult life unaware of these traumatic childhood memories, coming to terms with them only in therapy. Because his story and memories inspired countless others, Wilkomirski became a sought-after international figure and a hero to Holocaust survivors.

The story began to unravel, however, in late August 1998, when Daniel Ganzfried, a Swiss journalist and himself the son of a Holocaust survivor, published a stunning article in a Zurich newspaper. Ganzfried revealed that Wilkomirski was actually Bruno Dossekker, born in 1941 to a young woman named Yvonne Berthe Grosjean, who later gave him up for adoption to an orphanage. Young Bruno spent all of the war years with his foster parents, the Dossekkers, in the safe confines of his native Switzerland. Whatever the basis for his traumatic “memories” of Nazi horrors, they did not come from childhood experiences in a concentration camp. Was Dossekker/Wilkomirski simply a liar? Probably not: he still strongly believed that his recollections were real.

We’re all capable of distorting our pasts. Think back to your first year in high school and try to answer the following questions: Did your parents encourage you to be active in sports? Was religion helpful to you? Did you receive physical punishment as discipline? The Northwestern University psychiatrist Daniel Offer and his collaborators put these and related questions to sixty-seven men in their late forties. Their answers are especially interesting because Offer had asked the same men the same questions during freshman year in high school, thirty-four years earlier.

The men’s memories of their adolescent lives bore little relationship to what they had reported as high school freshmen. Fewer than 40 percent of the men recalled parental encouragement to be active in sports; some 60 percent had reported such encouragement as adolescents. Barely one-quarter recalled that religion was helpful, but nearly 70 percent had said that it was when they were adolescents. And though only one-third of the adults recalled receiving physical punishment decades earlier, as adolescents nearly 90 percent had answered the question affirmatively.

Memory’s errors are as fascinating as they are important. What sort of system permits the kinds of distortions described in Kawabata’s fiction and the Wilkomirski case, or the inaccuracies documented in Offer’s study? Why do we sometimes fail to recall the names of people whose faces are perfectly familiar to us? What accounts for episodes of misplaced keys, wallets, or similar lapses? Why do some experiences seem to disappear from our minds without a trace? Why do we repeatedly remember painful experiences we’d rather forget? And what can we do to avoid, prevent, or minimize these troublesome features of our memory systems?

Psychologists and neuroscientists have written numerous articles on specific aspects of forgetting or memory distortions, but back in the late 1990s, I realized that no unified framework had conceptualized the various ways in which memory sometimes leads us astray. My main goal in the first edition of The Seven Sins of Memory was to provide such a framework by exploring the nature of memory’s imperfections, presenting a new way to think about them, and considering how we can reduce or avoid their harmful effects. Yet twenty years have now passed since the publication of that 2001 edition. The field of memory research has moved forward during those two decades, and issues related to memory errors have continued to impact society, sometimes in new and even startling ways.

In February 2015, NBC Nightly News anchor Brian Williams reluctantly admitted that a story he often told about being shot at in a helicopter approaching Baghdad while covering a story on the Iraq War in 2003 was wrong—he had actually been in a helicopter behind the one that was hit by a rocket-propelled grenade. Williams was widely criticized for telling an outright lie despite his apology on national television and his assertion that he was not trying to deceive anyone. Could Williams have developed a false recollection of his helicopter experience that he came to believe was true? Memory researchers such as myself were interviewed about the case and pointed to scientific evidence that supports the possibility that Williams might have been a victim of memory rather than a knowing perpetrator of a lie. (Consistent with that perspective, Williams had, strangely, maintained an accurate memory of the event through at least 2008 and related the accurate version in public. It doesn’t make sense that he would deliberately lie if he knew there was a public record that contradicted the lie.)

In September 2018, the national spotlight focused on the testimony of Dr. Christine Blasey Ford, a PhD research psychologist who testified before the Senate committee charged with assessing Brett Kavanaugh’s fitness for a seat on the US Supreme Court. Blasey Ford recounted a terrifying sexual assault in high school at the hands of Kavanaugh, stating with 100 percent confidence that Kavanaugh was her assailant. Kavanaugh asserted emphatically that the event never happened. Politicians, sexual assault victims, psychologists, and others weighed in on one side or the other of the debate. But what struck me most clearly was that yet again, claimed or actual imperfections of memory were central to an event of great national importance.

Even during the unfolding of the COVID-19 pandemic in 2020, as fears of physical illness and death pervaded our lives, worries about post-COVID memory problems also grew, fueled by increasingly frequent accounts of a debilitating “brain fog” in COVID survivors: patients reported jarring and distressing episodes of memory loss, ranging from forgetting conversations that just happened to failing to recall anything about a recent twelve-day vacation in Paris. Though little is yet known about the basis for these memory problems, neuroscientists have begun to suggest possible explanations for how COVID-19 could impact the brain to produce memory loss.

Given the continuing relevance of memory to our society and the many new developments in the field since 2001, the time seemed right to update The Seven Sins of Memory. Back in the late 1990s, I brought together everything I knew about memory’s imperfections and attempted to impose some order on a vast array of lapses, mistakes, and distortions. I generated a variety of unsatisfactory schemes for conceptualizing these diverse observations, but eventually hit on a way of thinking that helped to make everything fall into place.

I proposed that memory’s malfunctions can be divided into seven fundamental transgressions, or “sins,” which I call transience, absent-mindedness, blocking, misattribution, suggestibility, bias, and persistence. Just like the ancient seven deadly sins, the memory sins occur frequently in everyday life and can have serious consequences for all of us.

Transience, absent-mindedness, and blocking are sins of omission: we fail to bring to mind a desired fact, event, or idea. Transience refers to a weakening or loss of memory over time. It’s probably not difficult for you to remember now what you have been doing for the past several hours. But if I ask you about the same activities six weeks, six months, or six years from now, chances are you’ll remember less and less. Transience is a basic feature of memory, and the culprit in many memory problems.

Absent-mindedness involves a breakdown at the interface between attention and memory. Absent-minded memory errors—misplacing keys or eyeglasses, or forgetting a lunch appointment—typically occur because we are preoccupied with distracting issues or concerns and don’t focus attention on what we need to remember. The desired information isn’t lost over time; it is either never registered in memory to begin with or not sought after at the moment it is needed, because attention is focused elsewhere.

The third sin, blocking, entails a thwarted search for information that we may be desperately trying to retrieve. We’ve all failed to produce a name to accompany a familiar face. This frustrating experience happens even though we are attending carefully to the task at hand, and even though the desired name has not faded from our minds—as we become acutely aware when we unexpectedly retrieve the blocked name hours or days later.

In contrast to these three sins of omission, the next four sins of mis­attribution, suggestibility, bias, and persistence are all sins of commission: some form of memory is present, but it is either incorrect or unwanted. The sin of misattribution involves assigning a memory to the wrong source: mistaking fantasy for reality, or incorrectly remembering that a friend told you a bit of trivia that you actually read about in a newspaper. Misattribution is far more common than most people realize and has potentially profound implications in legal settings. The related sin of suggestibility refers to memories that are implanted as a result of leading questions, comments, or suggestions when a person is trying to call up a past experience. Like misattribution, suggestibility is especially relevant to—and sometimes can wreak havoc within—the legal system.

The sin of bias reflects the powerful influences of our current knowledge and beliefs on how we remember our pasts. We often edit or entirely rewrite our previous experiences—unknowingly and unconsciously—in light of what we now know or believe. The result can be a skewed rendering of a specific incident, or even of an extended period in our lives, which says more about how we feel now than about what happened then.

The seventh sin—persistence—entails repeated recall of disturbing information or events that we would prefer to banish from our minds altogether: remembering what we cannot forget, even though we wish that we could. Everyone is familiar with persistence to some degree: recall the last time that you suddenly awoke at 3:00 a.m., unable to keep out of your mind a painful blunder on the job or a disappointing result on an important exam. In more extreme cases of serious depression or traumatic experience, persistence can be disabling and even life-threatening.

This new edition retains nearly all the material from the first edition, including discoveries based on breakthroughs in neuroscience that have allowed us to see the brain in action as it learns and remembers and that are beginning to illuminate the basis of the seven sins. These studies have allowed us to see in a new light what’s going on inside our heads during the frustrating incidents of memory failure or error that can have a significant impact on our everyday lives. I also discuss how our emerging knowledge of the seven sins can help us to counter them. For the new edition, I have included at the end of each chapter a section called “The Update,” which highlights some notable developments since 2001 that add in an important way either to our understanding of the nature of one of the seven sins or to how they impact our day-to-day lives. Doing so forced me to focus on what we now know about the seven sins that we didn’t know back in 2001. As an active participant in the field, I’ve tracked these new developments in real time as they have made their way into the literature. But pulling them together for this edition has highlighted to me that we’ve expanded our knowledge of each of the seven sins in intriguing and sometimes unexpected directions. Comprehensive coverage of developments in memory research during the past two decades is well beyond the scope of this updated edition, but I hope that my discussion of selected new findings and ideas will convey some of the progress we’ve made in understanding how and why memory can go astray.

This updating exercise also required me to reassess the current validity of the evidence that I included in the 2001 edition. After all, as science grows and develops, old findings are often superseded by new ones, and problems that were not initially apparent with an experimental procedure or result may come to light with further research. Moreover, during the past decade, psychology has been working through a painful “replication crisis” stimulated by the reporting of notable failures to replicate experimental results. Different psychologists have different views on the extent and severity of this crisis, but in light of these emerging concerns, I was curious to gauge the extent to which the findings I included in the 2001 edition have held up over time.

I’ve reviewed the studies reported in each chapter. As far as I can determine, only a few findings that I discussed in 2001 have failed to stand the test of time in a way that required me to change what I wrote previously in order to avoid perpetuating an unreliable experimental result or invalid conclusion. In those few instances, I have adjusted the main text as necessary, and in the notes section at the end of the book, I have briefly summarized the reasons for these changes. So please consult the notes if you are interested in checking for new developments that have led me to change statements or claims from the 2001 edition. I have also made a few other minor tweaks to the original text in the main part of each chapter, such as removing no longer current affiliations of researchers and deleting references to “recent” studies that are no longer recent, as well as adding brief mentions of a few new findings, ideas, or everyday examples that are closely related to the original text. But the vast majority of the 2001 text outside The Update sections is the same now as it was then.

A critical point that I made in the 2001 edition is that to understand the seven sins more deeply, we also need to ask why our memory systems have come to exhibit these bothersome and sometimes dangerous properties: Do the seven sins represent mistakes made by Mother Nature during the course of evolution? Is memory flawed in a way that has placed our species at unnecessary risk? I don’t think so. To the contrary, I contend that each of the seven sins is a by-product of otherwise desirable and adaptive features of the human mind.

Consider by analogy the ancient seven deadly sins. Pride, anger, envy, greed, gluttony, lust, and sloth have great potential to get us into trouble. Yet each of the deadly sins can be seen as an exaggeration of traits that are useful and sometimes necessary for survival. Gluttony may make us sick, but our health depends on consuming sufficient amounts of food. Lust can cost a straying husband his wife’s affections, but a sex drive is crucial for perpetuating genes. Anger might result in dangerous elevations of blood pressure, but it also ensures that we defend ourselves vigorously when threatened. And so forth.

I argue for a similar approach to the memory sins. Rather than portraying them as inherent weaknesses or flaws in system design, I suggest that they provide a window on the adaptive strengths of memory. The seven sins allow us to appreciate why memory works as well as it does most of the time, and why it evolved the design that it has. Though I focus on problems that the seven sins cause in everyday life, my purpose is not to ridicule or denigrate memory. Instead, I try to show why memory is a mainly reliable guide to our pasts and futures, though it sometimes lets us down in annoying but revealing ways.

I begin by exploring the nature and consequences of the sin of transience in Chapter 1. Toward the close of the nineteenth century, pioneering psychologists first measured loss of retention over time and produced a famous curve of forgetting. Newer studies have taught us about what kinds of information are more or less susceptible to forgetting over time. This research has implications for such diverse topics as President Bill Clinton’s grand jury testimony about what he recalled from meetings with Monica Lewinsky and Vernon Jordan, what you are likely to remember from a day at the office, and how forgetting changes with increasing age. I also consider exciting advances from neuroimaging technologies that provide snapshots of the brain in action as it learns and remembers. My research group has used neuroimaging to seek the roots of transience in brain activities that occur during the moments when a new memory is born. Insights into the basis of transience also suggest methods to counter it. I consider a range of approaches to reducing transience, including psychological techniques that promote enhanced encoding of new information, the effects of such popular products as ginkgo biloba, and advances in neurobiology that are illuminating the genes that are responsible for remembering and forgetting. In The Update, I delve into the discovery of an intriguing condition now known as “highly superior autobiographical memory,” first described in 2006, which I think represents a naturally occurring form of “anti-transience” for personal memories. I consider this condition in relation to research that has emerged since the 2001 edition showing how to put the brakes on transience in all of us. I also address a question that has taken on increasing importance since 2001: Are we harming our memories by relying increasingly on Google, Instagram, and GPS instead of our own memory systems to retrieve information, archive our experiences, and navigate our environments?

Chapter 2 focuses on the most irritating of the seven sins: absent-mindedness. We’ve all had more encounters with lost keys and forgotten errands than we might care to admit. Absent-minded errors have the potential to disrupt our lives significantly, as the great cellist Yo-Yo Ma found out in October 1999 when he left his $2.5 million instrument in the trunk of a taxi. Fortunately for Ma, police recovered the instrument right away. To understand why absent-minded errors occur, we need to probe the interface between attention and memory, explore the role of cues and reminders in helping us to carry out everyday tasks, and understand the impor­tant role of automatic behavior in daily activities. We spend a great deal of our lives on autopilot, which helps us to perform routine tasks efficiently, but also renders us vulnerable to absent-minded errors. Research on what psychologists call “prospective memory” has illuminated how and why different types of absent-minded forgetting occur. In The Update, I consider the most tragic manifestation of any of the memory sins, something I first became aware of only a few months after the publication of The Seven Sins of Memory in the spring of 2001: absent-minded forgetting of a child in a hot car by otherwise high-functioning and caring parents, often resulting in the child’s death. I also discuss the intriguing phenomenon of mind wandering—when our minds drift away from the main task at hand—which psychologists have only begun to study intensively during the past two decades. Mind wandering can produce absent-minded memory errors that are especially frequent and costly in the classroom.

There are few more jarring experiences than knowing that you know something cold—the name of an acquaintance or the answer to a trivia question—while failing to produce the information when you need it. Chapter 3 explains why we are occasionally susceptible to such episodes of blocking. Proper names of people and places are especially vulnerable to blocking, and the reasons why this is so help to explain the basis of the sin of blocking. In a fascinating neurolo­gical disorder known as “proper-name anomia,” patients with damage to specific regions within the brain’s left hemisphere cannot retrieve proper names of people (and sometimes places), even though they can easily summon up the names of common objects. These patients often know a great deal about the people or places whose names they block, such as a person’s occupation or where a city is located on a map. The plight of these patients resembles the familiar tip-of-the-tongue state, where we can’t come up with a proper name or a common name, yet often can provide a great deal of information about it, including the initial letter and number of syllables. In this chapter, I compare alternative theories of the tip-of-the tongue state and suggest ways to counter this and related forms of blocking.

Blocking also occurs when people try to remember personal experiences. I consider exotic cases in which patients temporarily lose access to large sectors of their personal pasts and neuroimaging studies that provide glimpses into what goes on in the brain during this sort of blocking. Laboratory studies of more mundane forms of blocking, in which retrieving some words from a recently read list impairs access to others, have intriguing implications for such real-­world situations as interviewing eyewitnesses to a crime. The Update begins with perhaps the most famous case of blocking in modern times—then Texas governor Rick Perry’s catastrophic “oops” retrieval failure in a 2011 presidential debate—and examines recent research on tip-of-the-tongue states and related kinds of blocking that can help us to understand it. I also delve into an exciting line of research on memory suppression that first appeared just after the publication of the 2001 edition and has since illuminated both cognitive and neural mechanisms that contribute to blocking.

Chapter 4 considers the first of the sins of commission: misattribution. Sometimes we remember doing things we only imagined, or recall seeing someone at a particular time or place that differs from when or where we actually encountered them: we recall aspects of the event correctly but misattribute them to the wrong source. I show how misattribution errors figure prominently in such seemingly disparate phenomena as déjà vu, unintentional plagiarism, and cases of mistaken eyewitness identification. Remember the infamous John Doe 2 from the Oklahoma City bombing back in 1995? I explain why he was almost surely the product of a classic misattribution error.

Psychologists have devised clever methods for inducing powerful misattribution errors in the laboratory. People incorrectly claim—sometimes with great confidence—having experienced events that have not happened. In addition to explaining why such false memories occur, I explore a question with important practical and theoretical ramifications: Is there any way to tell the differences between true and false memories? Our research team has used neuroimaging techniques to scan subjects while they experience true and false memories, and the results provide some insights into why false memories can be so subjectively compelling. In this chapter, we’ll also encounter brain-damaged patients who were especially prone to misattributions and false memories. One patient believed that he was “seeing film stars everywhere”—mistaking unfamiliar faces for familiar ones. Understanding what has gone wrong in such individuals can help to illuminate the basis of misattributions in healthy people. The Update focuses on innovative experimental methods for inducing and exploring déjà vu that have uncovered key characteristics of the phenomenon. I also discuss the latest developments in research using neuroimaging to distinguish true from false memories, and I grapple with the important question of whether we are ready to apply our newfound knowledge in the courtroom.

Chapter 5 addresses one of the most dangerous of the seven sins: suggestibility. Our memories are sometimes permeable to outside influences: leading questions or feedback from other people can result in suggested false memories of events that never happened. Suggestibility is a special concern in legal contexts. I examine cases where suggestive questioning by law enforcement officials has led to serious errors in eyewitness identification, and where suggestive procedures used by psychotherapists have elicited memories of traumatic events that never occurred. Young children are especially vulnerable to the influences of suggestive questioning, as illustrated in a tragic Massachusetts daycare case in which an entire family went to prison because of children’s recollections that I believe were tainted by suggestive questions. Suggestibility can also lead people to confess to crimes they did not commit. I discuss such cases and consider experimental evidence showing that it is surprisingly easy to elicit false confessions in noncriminal settings. In The Update, I examine recent experimental research that makes this point in a more shocking way than previous studies did, relate the evidence to recent high-profile cases of false confessions, and discuss how the views of both psychotherapists and experimental psychologists regarding suggestibility have evolved during the past couple of decades.

As I showed in my book Searching for Memory, we tend to think of memories as snapshots from family albums that, if stored properly, can be retrieved in precisely the same condition in which they were put away. But we now know that we do not record our experiences the way a camera records them. Our memories work differently. We extract key elements from our experiences and store them. We then re-create or reconstruct our experiences rather than retrieve copies of them. Sometimes, in the process of reconstructing, we add on feelings, beliefs, or even knowledge we obtained after the experience. In other words, we bias our memories of the past by attributing to them emotions or knowledge we acquired after the event.

Chapter 6 explores several different types of biases that sometimes skew our memories. For instance, “consistency biases” lead us to rewrite our past feelings and beliefs so that they resemble what we feel and believe now. We’ll see how consistency biases shape memories in diverse situations, ranging from how supporters of Ross Perot remembered feeling when he quit the 1992 presidential race to how much married and dating couples recall liking or loving each other at different points in the past. “Egocentric biases,” in contrast, reveal that we often remember the past in a self-enhancing manner. I show that egocentric biases can influence recall in diverse situations, ranging from how divorced couples recall their marital breakups to students’ recall of their anxiety levels prior to an exam. “Stereotypical biases” influence memories and perceptions in the social world. Experience with different groups of people leads to the development of stereotypes that capture their general properties, but can spawn inaccurate and unwarranted judgments about individuals. I consider studies that explore how stereotypical bias fuels racial prejudice and can even lead people to “remember” the names of nonexistent criminals. Although little is known about the brain systems that give rise to bias, I discuss some intriguing clues from “split-brain” patients whose cerebral hemispheres have been disconnected from each other.

In The Update, I discuss evidence that links consistency bias with a development that most of us have become all too familiar with since the 2016 presidential campaign: fake news reports intended to sway political and social opinions. A study of voters in a 2018 Irish referendum on abortion rights provides some of the most compelling evidence that consistency bias can drive false memories for fake news items. I discuss this and related evidence that repeated exposure to fake news and false statements can heighten a bias to judge such statements as true. These effects have important implications for what has become a pressing problem in our society, as exemplified by the disruptive effects of Donald Trump’s repeated false claims of widespread voter fraud in the 2020 presidential election despite the absence of evidence to support those claims. Another kind of bias that has captured widespread societal attention is “implicit bias,” which is expressed outside of conscious awareness. I examined some early evidence on implicit stereotypical biases in the 2001 edition, but since then there has been an explosion of research—and controversy—about the role of implicit bias in racial prejudice. The wave of protests against the horrific death of George Floyd at the hands of Minneapolis police in May 2020 brought the issue of systemic implicit racial bias to center stage once again. In The Update, I touch on some of the main ideas and findings of this research, including large-scale studies that have examined the effectiveness of implicit bias training.

Chapter 7 focuses on the most debilitating of the seven sins: persistence. Try to think of the single biggest disappointment in your life—a failure at work or school, or a romantic relationship gone sour. Chances are that you recollected this experience repeatedly in the days and weeks after it happened, even though you wished you could forget it. Persistence thrives in an emotional climate of depression and rumination and can have profound consequences for psychological health, as we’ll see in the case of a baseball player who was literally haunted to death by the persisting memory of a single disastrous pitch. To understand the basis of persistence, I consider evidence that emotions are closely linked with the perception and registration of incoming information, which in turn influence the formation of new memories.

The force of persistence is greatest after traumatic experiences: wars, natural disasters, serious accidents, childhood abuse. Nearly everyone persistently remembers a traumatic event in its immediate aftermath, but only some people become “stuck in the past” for years or decades; I explore why this is so. Traumatic memories can be so overwhelming that it is only natural to try to avoid reexperiencing them. Paradoxically, however, attempting to avoid remembering a trauma may only increase the long-term likelihood of persistently remembering it. Studies of brain structure and physiology are providing important information about the neural underpinnings of traumatic persistence and also suggest potentially novel methods for reducing persistence. The Update considers some important recent developments in the battle to reduce the harmful effects of persistence, which are based on a phenomenon called “memory reconsolidation.” When we retrieve a memory, we need to store or consolidate it all over again, which renders the memory temporarily vulnerable to disruption—a feature that may be useful in countering the effects of persisting memories. I also examine how some of the new research on memory suppression discussed in The Update in Chapter 3 is related to intrusive memories of traumatic experiences.

After reading the first seven chapters, you might easily conclude that evolution burdened humankind with an extremely inefficient memory system—so prone to error that it often jeopardizes our well-being. In Chapter 8, I take issue with this conclusion and argue instead that the seven sins are by-products of otherwise adaptive properties of memory. For instance, I show that transience makes memory adapt to important properties of the environment in which the memory system operates. I also consider unusual cases of extraordinary recall that illustrate why some apparent limitations of memory that produce absent-mindedness are in fact desirable system properties. I explain how misattribution arises, in part, because our memory systems encode information selectively and efficiently, rather than indiscriminately storing details, and I examine how bias can facilitate psychological well-being. I also argue that persistence is a price we pay for a memory system that—much to our benefit—gives high priority to remembering events that could threaten our survival. I draw on developments in evolutionary biology and psychology to place these suggestions in a broad conceptual context that allows us to appreciate better the possible origins of the seven sins.

In The Update, I first consider novel evidence that has emerged during the past two decades that illuminates adaptive aspects of memory errors, and then I discuss how the role of memory in imagining future experiences is related to an adaptive perspective on memory errors. According to a theoretical framework that my colleagues and I have developed over the past decade and more, using memory to think about the future requires a flexible memory system that allows us to recombine bits and pieces of relevant past experiences to prepare for novel possible future experiences. We possess such a memory system, but the very flexibility that makes it adaptive for future thinking and related processes can contribute to certain kinds of memory errors. Given its relatively recent development, this perspective on memory was entirely absent from the 2001 edition. However, taking this approach has significantly broadened my own thinking about the nature and functions of memory, and I explain how and why it has done so.

In Kawabata’s “Yumiura,” the woman who remembered a love affair that apparently never happened reflected on the gift of memory. “Memories are something we should be grateful for, don’t you think?” she asked the bemused novelist. “No matter what circumstances people end up in, they’re still able to remember things from the past—I think it must be a blessing bestowed on us by the gods.” She offered this high praise even though the memory system she celebrated led her unknowingly down a path of delusion. The path through this book is in some ways analogous: we need to immerse ourselves in the dark sides of memory before we can fully appreciate this blessing bestowed by the gods.
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  The Sin of
 Transience


ON OCTOBER 3, 1995, the most sensational criminal trial of the time reached a stunning conclusion: a jury acquitted O. J. Simpson of murder. Word of the not-guilty verdict spread quickly, nearly everyone reacted with either outrage or jubilation, and many people could talk about little else for days and weeks afterward. The Simpson verdict seemed like just the sort of momentous event that most of us would always remember vividly: how we reacted to it and where we were when we heard the news.

Can you recall how you found out that Simpson had been acquitted? Chances are that you don’t remember, or that what you remember is wrong. Several days after the verdict, a group of California undergraduates provided researchers with detailed accounts of how they learned about the jury’s decision. When the researchers probed students’ memories again fifteen months later, only half recalled accurately how they found out about the decision. When asked again nearly three years after the verdict, less than 30 percent of students’ recollections were accurate; nearly half were dotted with major errors.

The culprit in this incident is the sin of transience: forgetting that occurs with the passage of time. We are all familiar—sometimes painfully so—with the everyday consequences of transience. Imagine, for example, that you are attending an annual meeting of a professional or social group. A smiling face looms at the other end of the hallway, approaching with an extended hand, calling out your name, and saying how wonderful it is to see you again. You smile politely and try to buy some time, but inside you feel a mounting sense of panic: Who is this person? Why don’t I remember having met him before? He senses your discomfort and reminds you of the pleasant cup of coffee you enjoyed together at the same meeting last year, where you discussed, among other things, mutual frustrations with the bad weather that disrupted your travel plans. If you had seen this person an hour or a day after you met, you surely would have recognized him. But a year later, you feel like the befuddled novelist in “Yumiura,” who could not remember the woman who claimed he proposed marriage, as you struggle and still can’t recall the incident. Muttering weakly something to the effect that “I sort of remember . . . ,” you actually feel as though you are meeting this person for the first time.

Transience can sometimes leave us feeling rather embarrassed. A female acquaintance of mine attended the wedding of a friend, whose husband she had not met before. Several months later, at a fiftieth birthday party for her friend, she spotted an unfamiliar man in the corner. She discreetly asked her friend about the stranger—who was the woman’s new husband. My acquaintance says she still cringes when thinking about that moment.

Perhaps the most pervasive of memory’s sins, transience operates silently but continually: the past inexorably recedes with the occurrence of new experiences. Psychologists and neuroscientists have uncovered reasons for transience and are developing ways to counter it. The path to the modern era was set when a young German philosopher, traveling through Europe in the late 1870s, found inspiration that changed his future, and that of psychology, while browsing in a secondhand Parisian bookstore.

When Memory Fades

The philosopher’s name was Hermann Ebbinghaus, and the book that he encountered, authored by the great German philosopher-scientist Gustav Fechner, contained experimental methods for studying sensory perception. When Ebbinghaus began his first academic post in Berlin in 1878, he pursued the flash of insight that had come to him in the Parisian bookstore: memory, like sensory perception, could be studied using the methods of science. It would take him seven years to publish his findings, but Ebbinghaus’s 1885 monograph shaped the field for decades to come. Probing his own memory for thousands of meaningless letter strings (psychologists call them “nonsense syllables”) that he had dutifully tried to learn and relearn, Ebbinghaus produced the first experimental evidence of transience. He tested himself at six different times after studying a list of nonsense syllables, ranging from one hour to one month. Ebbinghaus noted a rapid drop-off in retention during the first few tests: nine hours after he studied a list of nonsense syllables, he had forgotten approximately 60 percent of the list. The rate of forgetting then slowed down considerably. After a month’s delay, Ebbinghaus had forgotten just over 75 percent of what he had learned initially—not that much worse than the amount of forgetting at the nine-hour delay.

Ebbinghaus conducted his experiments in the sterile confines of the laboratory, far removed from the complexities of everyday life; he studied meaningless strings of letters, not rich and varied personal experiences, and tested only himself. Despite the evident limitations, these century-old findings concerning how one man learned and forgot nonsense syllables have something to say about whether we will recall last week’s breakfast meeting six months from now or remember what we read in yesterday’s newspaper for more than a few hours or days. His conclusion that most forgetting occurs during early delays, and then slows down after later ones, has been replicated in countless laboratory experiments. Modern memory researchers have also extended Ebbinghaus’s curve of forgetting outside the confines of the laboratory, demonstrating that it defines a core feature of transience.

In the early 1990s, the psychologist Charles Thompson and his colleagues at Kansas State University probed the memories of college students who kept diaries over the course of a semester in which they recorded one unique event each day. Forgetting was not quite so rapid as in Ebbinghaus’s study, but the shape of the forgetting curve for these everyday events was generally similar to what others had observed in the laboratory. Thompson’s students recorded and tried to remember experiences that varied in significance. A minority were personally meaningful (“My boyfriend Jake and I broke up”), but most were rather humdrum (“Watched movies at Jim’s house on the VCR from 8:00 p.m. to 3:45 a.m.”; “Mark and I started to make caramel corn but we soon found out that we were out of baking soda”). Other evidence concerning an annual happening that most people value greatly—Thanksgiving dinner—shows clearly that even personally significant events are not immune from the kind of transience that characterizes the Ebbinghaus forgetting curve.

How well can you recollect the most recent Thanksgiving dinner that you attended? A study of more than five hundred college students suggests that what you remember very much depends on exactly when you are reading these words. At regular intervals for six months after Thanksgiving, students were asked about the overall vividness of their memories of the dinner and also about specific details. Vividness declined rapidly over the first three months, followed by a more gradual decline for the remaining three months. The basic form of the Ebbinghaus curve was again observed, but this time for an event of considerable personal significance.

The drop-off was not, however, quite so steep as in Thompson’s diary studies. This difference may be because some aspects of our most recent Thanksgiving dinner can be “remembered” on the basis of general knowledge of previous ones. We know that we probably had turkey, even if we have forgotten the particulars of this year’s bird; we also know that we probably gathered together with family. This type of general knowledge about what usually happens at Thanksgiving does not fade across just a few months. Consistent with this suggestion, students’ memories for food and for who attended the dinner dropped off at a relatively slow rate. But memories of details that were specific to the most recent Thanksgiving—such as what clothes they and others wore and the contents of conversations—were lost much more quickly.

Similar processes operate when people recall a day at work. Try to answer in detail the following three questions: What do you do during a typical day at work? What did you do yesterday? And what did you do on that day one week ago? When twelve employees in the engineering division of a large office-products manufacturer answered these questions, there was a dramatic difference in what they recalled from the day before and a week earlier. The employees recalled fewer activities from a week earlier than from the day before, and the ones they did recall from a week earlier tended to be part of a “typical” day. Atypical activities—departures from the daily script—were remembered much more frequently after a day than after a week. Memory after a day was close to a verbatim record of specific events; memory after a week was closer to a generic description of what usually happens. Likewise, Thompson’s diary studies showed that specific details, such as the location of an event, the people who were there, and the specific date, fade more rapidly than the general sense of what happened. These observations are backed up by other laboratory studies indicating that recollections of when and where an event occurred, or who said what, tend to be especially transient.

At relatively early time points on the forgetting curve—minutes, hours, and days, sometimes longer—memory preserves a relatively detailed record, allowing us to reproduce the past with reasonable if not perfect accuracy. But with the passing of time, the particulars fade and opportunities multiply for interference—generated by later, similar experiences—to blur our recollections. We thus rely ever more on our memories for the gist of what happened, or what usually happens, and attempt to reconstruct the details by inference and even sheer guesswork. Transience involves a gradual switch from reproductive and specific recollections to reconstructive and more general descriptions.

When attempting to reconstruct past events based on general knowledge of what usually happens, we become especially vulnerable to the sin of bias: when present knowledge and beliefs seep into our memories of past events (see Chapter 6). The combination of transience and bias can get us into trouble. A management consultant told me about a meeting at which a partner in a large company made a presentation to an important client in the presence of his company’s CEO and several overseas investors. The partner related a story relevant to the client’s situation about how a particular fast-food chain adopted a strategy of raising prices. The story was based on an incident the partner remembered from a year or two earlier. But rather than calling on a detailed reproductive memory, the partner had unknowingly reconstructed the specifics from his present knowledge—the chain had not actually raised prices. Worse yet, a manager who had previously worked at the fast-food chain fidgeted uncomfortably. “She started making faces while he was speaking,” recalls the consultant. “As the partner was finishing his story, the manager spoke to the associate next to her in what she thought was a whisper. In a voice that regrettably carried halfway across the room, she said, ‘He doesn’t know what he’s talking about. They never raised prices.’ ” The embarrassed partner had lost specific memory but was unaware of it.

Transience played the role of troublemaker in another, rather more public incident, where questions concerning the nature of forgetting assumed national prominence: the 1998 grand jury investigation of William Jefferson Clinton.

Forgetting Monica

The afternoon of August 17, 1998, was a watershed in the investigation and eventual impeachment of President Clinton. Testifying before a grand jury convened by the independent counsel Kenneth Starr, Clinton answered questions concerning the details of his relationship with Monica Lewinsky and about his related testimony in January 1998 in the Paula Jones lawsuit. Clinton’s August 17 remarks will no doubt be remembered by many—and in the history books—for his verbal jousts with prosecutors regarding the exact definition of the term “sexual relations.”

But from the perspective of a memory researcher, Clinton’s terminological hairsplitting is not nearly so interesting as a second battle he fought that afternoon: a battle over the characteristics and limits of transience. Clinton’s memory lapses in his grand jury testimony and earlier deposition in the Jones case were widely viewed as self-serving conveniences designed to avoid embarrassing admissions. Prosecutors’ attempts to establish this point rested on their intuitions about what is—and is not—reasonable to forget about an experience at different times after it has occurred.

This debate over transience is vividly illustrated by an exchange between Clinton and the government counsel Sol Wisenberg concerning a meeting between the president and Vernon Jordan on the evening of December 19, 1997. Earlier that day, Jordan had met with an extremely upset Monica Lewinsky, who had just learned that she had been issued a subpoena by the independent counsel’s office. Jordan had later told Clinton about this development. On August 17, 1998, nearly eight months later, Wisenberg focused on what Clinton had said back in January about this meeting with Jordan. When asked whether anybody other than his attorneys ever told him that Lewinsky had been served with a subpoena by the independent counsel’s office, Clinton told the Jones attorneys, “I don’t think so.” But this claim seemed implausible to Wisenberg: “Mr. President, 3.5 weeks before, Mr. Jordan had made a special trip to the White House to tell you Ms. Lewinsky had been subpoenaed; she was distraught; she had a fixation over you. And you couldn’t remember that 3.5 weeks later?”

Clinton says that his memory is not what it used to be, and offers up possible explanations of his recent forgetfulness:

If I could say one thing about my memory—I have been blessed and advantaged in my life with a good memory. I have been shocked and so have members of my family and friends of mine at how many things I have forgotten in the last six years—I think because of the pressure and the pace and the volume of events in a president’s life, compounded by the pressure of your four-year inquiry, and all the other things that have happened. I’m amazed—there are lots of times when I literally can’t remember last week.



Wisenberg immediately picks up on Clinton’s self-confessed memory problems. “Are you saying, sir,” he queries, “that you forgot when you were asked this question that Vernon Jordan had come on December 19, just 3 weeks before, and said that he’s met that day, the day that Monica got the subpoena?” While not explicitly agreeing, Clinton acknowledges that he might have forgotten certain aspects of Vernon Jordan’s visit. “It’s quite possible that I had gotten mixed up,” he proffers. Clinton then asserts somewhat more emphatically, “All I can tell you is I didn’t remember all the details of all this.”

Given the obsessive pursuit of Clinton by the independent counsel’s office, Wisenberg’s questions might be viewed as indiscriminate badgering by an aggressive attorney. But other parts of the deposition indicate that Wisenberg did not cast doubt on Clinton’s claims about forgetting when they seemed more plausible. Compare the contentious exchange about forgetting across a three-week interval with an incident that occurs later in the grand jury deposition. Clinton is asked about a meeting with his aide John Podesta that occurred seven months earlier. On January 23, two days after the Lewinsky affair became public, Clinton allegedly told Podesta that he had not engaged in any type of sex whatsoever with Lewinsky. When asked about this exchange, Clinton acknowledges making careful denials to a variety of people who might have included Podesta, but again appeals to faulty memory for particulars:

 

CLINTON: I do not remember the specific meeting about which you asked or the specific comments to which you referred.

WISENBERG: You don’t remember . . .

CLINTON: Seven months ago, I’d have no way to remember, no.

 

In contrast to his pointed probing of Clinton’s apparent forgetting of a three-week-old meeting, Wisenberg allows this assertion to pass unchallenged. He is willing to concede poor memory for a relatively routine exchange seven months earlier, but is dubious about any claims of forgetting across a mere three weeks. The crux of the problem goes all the way back to Ebbinghaus: How much forgetting is plausible at different times after an experience has occurred?

Whatever Clinton’s motivations when he testified, his self-professed confusion about the details of what happened is exactly the type of forgetting expected based on both naturalistic and laboratory studies. Nonetheless, Wisenberg’s skepticism that Clinton could have forgotten the entire meeting with Jordan after a mere three weeks is fully warranted. Clinton, on the other hand, showed acute awareness of the difference between specific and general memories. Thus, when describing his first encounters with Lewinsky in early 1996, he acknowledges that he probably met with her approximately five times, but has specific memory for only two meetings. Clinton draws a sharp distinction between his specific recollections and more general ones:

I remember specifically—I have a specific recollection of two times. I don’t remember when they were. But I remember twice when, on a Sunday afternoon, she brought papers down to me, stayed and we were alone.

And I am frankly quite sure—although I have no specific memory, I am quite sure—that there were a couple of more times, probably two more, three times more. That’s what I would say. That’s what I can remember. But I do not remember when they were or at what time of day they were or what the facts were. But I have a general memory that I would say I certainly saw her more than twice during that period between January and April 1996 when she worked there.



Was Clinton twisting his testimony to avoid an embarrassing admission? Maybe so, but from the perspective of both naturalistic and laboratory memory research, one could hardly find a more apt illustration of how memory fades over time.

The Boomers’ Lament

Whatever the source of the memory complaints made by the fiftysomething Clinton, he was certainly not alone among his contemporaries: aging boomers were grumbling in record numbers about their increasing propensity for forgetting. Laboratory studies show that some of these concerns may be warranted. Numerous experiments have documented that older adults (mainly in their sixties or seventies, sometimes fifties) have greater difficulty than college students remembering information that an experimenter asked them to learn. Further, even when older adults can remember lists of words or other experimental materials just as well as their younger counterparts across a delay of a few minutes, their memories deteriorate more rapidly across days or weeks. These memory deficits are particularly evident when older adults are required to recollect the particulars of an experience, such as exactly when and where an event occurred. Older adults lose specific details and tend to rely even more than younger adults on a general sense of knowing that something happened.

How early does aging begin to affect transience? This question is important to millions of people entering their forties and fifties (and is also relevant to the claims of Clinton, who was fifty-two years old in August 1998). Because most investigations of aging memory have compared college students with retirees, relatively less is known about people who occupy the in-between ages. In one study, people who had reached their thirties, forties, fifties, sixties, or seventies took various memory tests in 1978 and again in 1994. People who were fifty or older at the beginning of the experiment (in 1978) performed more poorly when learning and recalling word lists and stories in 1994 than they had back in 1978. Those who were in their thirties in 1978 performed more poorly in 1994 only on the stories. Among people who were in their thirties in 1978 and those who were in their fifties that year, the older group performed worse on both word recall and story recall. So problems with story recall begin, at the latest, in the early to mid-forties, whereas problems with word recall are not evident until people reach their fifties. The good news is that none of the declines were large, with the older groups generally recalling about 10 to 15 percent less than the younger groups.

By the time people reach their sixties and seventies, transience is more marked and consistent. But even in these older groups, poor recall is not an inevitable consequence of aging: transience varies considerably among older individuals. For example, in one study a significant minority of people in their seventies (roughly 20 percent) recalled about as many words from a recently presented list as college students did.

Why do some older adults continue to show more marked susceptibility to transience than their younger counterparts, whereas others show little evidence of decline? Several reports have raised the possibility that educational level plays a role. For example, in a Dutch study elderly adults aged sixty-five to sixty-nine, seventy to seventy-four, seventy-five to seventy-nine, and eighty to eighty-five were given a list of words to learn, then tried to recall them immediately and after a thirty-minute delay. Loss of information across the delay was faster and observed at an earlier age in less educated people than in more educated people. Whereas sixty-five- to sixty-nine-year-olds in both groups retained about 65 percent of what they learned across a delay, eighty- to eighty-five-year-olds with high education retained about 60 percent of learning across the delay, but those with low education retained less than 50 percent.

The researchers also noted that their results could reflect a higher prevalence of Alzheimer’s disease or other forms of dementia among those with lower educational levels, possibly because they have less “mental reserve” to call on than more highly educated people. Scientists have long distinguished between normal declines in memory that accompany aging (sometimes referred to as “benign senescent forgetfulness”) and more pronounced declines that accompany conditions involving actual brain pathology, such as Alzheimer’s disease. The brains of Alzheimer’s patients are disfigured by “senile plaques,” deposits of a protein known as “amyloid,” and by twisted nerve cell fibers called “neurofibrillary tangles,” which interfere with the normal operations of nerve cells. Experiments have shown that compared with healthy older adults, Alzheimer’s patients retain little of their recent experiences.


An important series of studies by the neurologist Herman Buschke and his colleagues shows that levels of forgetting in a word memory test can distinguish between healthy older individuals and those with Alzheimer’s disease. In the simplest version of the test, people see a sheet containing four words belonging to different categories. When the examiner says the appropriate category name (for example, vegetable), the individual points to the appropriate word (for example, potato). This procedure ensures that people pay attention to the words and understand them. After a few minutes, individuals try to remember the words on their own and are then given the category names again as prompts for any forgotten items. Failure to come up with a studied word when given a category cue probably reflects loss of memory across the brief delay. Poor performance on this test (defined by specific cutoff scores) is almost uniquely associated with the presence of Alzheimer’s disease or some other form of dementia. The test works because Alzheimer’s disease greatly magnifies transience above and beyond any changes associated with normal aging.
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FIGURES 1.1 AND 1.2 Although there is no simple one-to-one relationship between an individual brain region and a specific sin of memory, some brain regions are particularly relevant to specific memory sins. You can start to understand the regions’ locations by recognizing that each hemisphere in the brain is divided into four major lobes: frontal, temporal, parietal, and occipital. FIGURE 1.1 shows each of these lobes from the perspective of the surface of the brain’s left hemisphere. FIGURE 1.2 allows us to peer through the surface and view a number of structures that occupy the inner parts of the brain.
The hippocampus and nearby structures in the inner parts of the temporal lobe (Figure 1.2) are especially pertinent to the sin of transience. Parts of the frontal lobe (Figure 1.1) also play a role in transience, are even more centrally involved in the sins of absent-mindedness and misattribution, and may be related to the sin of suggestibility. The area near the front of the temporal lobe (Figure 1.1, lower left) appears to play a role in the sin of blocking. The amygdala (Figure 1.2) is closely related to the sin of persistence. Not much is known about the brain regions involved in the sin of bias, but regions within the left hemisphere may play a significant role. I elaborate on the relationship between brain function and each of the memory sins in Chapters 1–7.




 

Psychologists and neuroscientists who study memory agree that transience is pervasive and increases as people age. But they have spent decades struggling with a seemingly straightforward yet maddeningly difficult question: Why does it happen?


Witnessing the Birth of a Memory

The human brain is perhaps the most complex object in the entire universe, consisting of some 86 billion nerve cells or neurons and an even larger number of connections or synapses between them. Neuroscientists, who typically study memory in rats, rabbits, monkeys, birds, and even sea slugs, can record electrical or chemical signals directly from individual neurons or carefully remove small portions of the brain. This kind of unfettered access to the brain has always elicited some jealousy on the part of psychologists such as myself. We haven’t had the techniques to probe the inner workings of human brains with anywhere near the precision available to neuroscientists, and ethical grounds preclude the possibility of making experimental lesions in a person’s brain. It is as if the scientific gods have decided to allow neuroscientists into an inner sanctum of the brain but restricted psychologists to a remote observation deck.

Straining to catch a glimpse into the inner sanctum, psychologists have relied, for the most part, on experiments of nature: cases in which people suffer memory loss as a result of damage to particular parts of the brain. In the most famous case ever reported, a young man known by the initials HM was operated on for relief of intractable epilepsy in 1953. The neurosurgeon, William Beecher Scoville, removed the inner parts of the temporal lobe on both sides of HM’s brain (see Figures 1.1 and 1.2). After the operation, HM seemed normal in most respects; he could perceive the world around him, carry on a normal conversation, and perform on IQ tests as well as he had before the operation. But there was something terribly wrong: HM seemed to forget his daily experiences as fast as they occurred. He couldn’t remember conversations from minutes earlier. He failed to recognize doctors who worked with him every day. He forgot that he had eaten lunch almost as soon as his plate was cleared from the table. HM was plagued by this extraordinary form of transience for over fifty years until his death in 2008: his memory never showed even a hint of improvement.

HM revealed a stunning link between transience and the inner parts of the temporal lobe. Because his amnesia was so profound, the structures that were removed—including the horseshoe-shaped hippocampus and part of a region behind it called the parahippocampal gyrus—have fascinated memory researchers ever since HM’s case was first reported. These structures are among the earliest affected and hardest hit by the senile plaques and neurofibrillary tangles of Alzheimer’s disease, which probably explains why affected patients have such great difficulty remembering recent experiences.

The scientific gods have grown kinder to psychologists. Recent decades have seen the development of powerful new neuroimaging tools that allow us to peer into the brain while it learns and remembers. The technique that researchers have used most frequently is called functional magnetic resonance imaging, or fMRI. This technology works by detecting changes in the brain’s blood supply. When a region of the brain becomes more active, it requires more blood than it does in a less active condition. But when blood flow rises, something odd happens: there is a temporary oversupply of oxygenated hemoglobin relative to deoxygenated hemoglobin, which magnifies the fMRI signal. Using this technique, researchers can determine which parts of the brain “light up” during cognitive activities.

Using fMRI allows us to localize these changes in blood flow quite precisely, within a few millimeters. Just as the telescope allowed astronomers to see the heavens and the microscope allowed biologists to peer into cells of living organisms, fMRI (and a related neuroimaging technique known as “positron emission tomography,” or PET scanning) has opened up the human brain for psychologists and neuroscientists.

When memory researchers first began to use fMRI and PET scans, there was great excitement about finally witnessing firsthand what goes on in the parts of the temporal lobe that were removed from HM, such as the hippocampus—regions that are clearly central to understanding transience. But promising early reports were followed by a string of failures.

In late 1997, my research team seized on a new way to examine the issue with fMRI. Consider the following questions: If I measure activity in your brain while you are learning a list of words, can I tell from this activity which words you will later remember having studied and which words you will later forget? Do measurements of brain activity at the moment when a perception is being transformed into a memory allow scientists to predict future remembering and forgetting of that particular event? If so, exactly which regions allow us to do the predicting? Because of technical limitations, early fMRI (and PET) studies could not address these questions. But by 1997, fMRI had advanced to the point at which it was possible, at least in principle, to pose these questions and obtain answers.

In a collaborative effort led by two young stars of fMRI research, Anthony Wagner and Randy Buckner, our group at the imaging center of Massachusetts General Hospital came up with an experiment that was undoubtedly taxing for the participants. The MRI scanner is not a luxury suite: a technician gently pushes you, while you lie flat on your back, headfirst into a narrow tube. You then lie extremely still for an hour or two (motion disrupts recording of the fMRI signal) while carrying out a task the experimenter has devised. All the while, the scanner emits loud beeps as a strong magnetic field is used to detect brain activity.

While holding still in this cacophonous tunnel, participants in our experiment saw several hundred words, one every few seconds, flashed at them from a computer by specially arranged mirrors. To check that they paid attention to every word, we asked our volunteers to indicate whether each word referred to something abstract, such as “thought,” or concrete, such as “garden.” Twenty minutes after the scan, we showed subjects the words they had seen in the scanner, intermixed with an equal number of words they hadn’t seen, and asked them to indicate which ones they did and did not remember. We knew, based on preliminary work, that people would remember some words and forget others. Could we tell from the strength of the fMRI signal which words participants would later remember and which ones they would later forget?

We could. Two regions of the brain showed greater activity when people made abstract/concrete judgments about words they later remembered compared to those they later forgot. Critically, one area was in the inner part of the temporal lobe: the parahippocampal gyrus in the left cerebral hemisphere—one of the regions that HM’s surgeon had removed.

The other region whose activity predicted subsequent memory was located farther forward, in the lower left part of the vast territory known as the frontal lobes. This finding was not entirely unexpected, because previous neuroimaging studies indicated that the lower left part of the frontal lobe works especially hard when people elaborate on incoming information by associating it with what they already know. Cognitive psychologists had known for years that transience is influenced by what happens as people register or encode incoming information: more elaboration during encoding generally produces less transient memories. For instance, suppose I show you a list of words to remember, including lion, CAR, table, and TREE. For half of the words, I ask you to judge whether they refer to living or nonliving things; for the other half, I ask you to judge whether they are in uppercase or lowercase letters. All other factors being equal, you will later remember many more of the words for which you had made living/nonliving judgments compared to words for which you had made uppercase/lowercase judgments. Thinking about whether the word refers to a living or nonliving thing allows you to elaborate on the word in terms of what you already know about it; making the uppercase/lowercase judgment does little to link the word with what you already know. Other experiments have shown that subsequent memory improves when people generate sentences or stories that tie together to-be-learned information with familiar facts and associations.

We thought that something similar might be going on in our fMRI experiment. When the left frontal lobe was strongly activated, people may have been more successful in elaborating on a study list word in terms of what they already knew about it—dredging up associations or images—than when the left frontal lobe was more weakly activated. The left parahippocampal region, we hypothesized, would then help to “save” this elaboration in memory. Working together, these two parts of the brain helped to transform perception of a word into an enduring memory of its presentation.

At about the same time that we carried out our fMRI study, a group at Stanford University completed a related project. During scanning, people studied pictures of everyday scenes (instead of words) and then tried to remember the pictures a few minutes later. Their results were virtually identical to ours, except that the right cerebral hemisphere was prominently involved. Levels of activity in the lower part of the right frontal lobe, and in both the right and left parahippocampal gyrus, predicted subsequent remembering and forgetting of pictures that volunteers had studied in the scanner. These findings made good sense, because earlier studies suggested that the right hemisphere is primarily responsible for coding pictures, whereas the left hemisphere is responsible for processing words.

The results from these two studies were exciting in part because there is something fascinating, almost like science fiction, about peering into a person’s brain in the present and telling what they will likely remember and forget in the future. And beyond an exercise in scientific fortune-telling, these studies managed to trace some of the roots of transience to the split-second encoding operations that take place during the birth of a memory. What happens in frontal and parahippocampal regions during those critical moments determines, at least in part, whether an experience will be remembered for a lifetime or follow the curve described by Ebbinghaus en route to the oblivion of the forgotten.

First Seconds After Perception

In the late 1950s, two articles appeared in psychological journals that astounded the few scientists who then specialized in memory research. Trained in the tradition of Ebbinghaus, they were accustomed to observing the trajectory of forgetting across hours, days, and weeks. The new studies showed that when people were given the seemingly simple task of remembering three nonsense syllables, they forgot them almost completely in less than twenty seconds. Nothing like it had ever been reported.

The key to understanding the apparent anomaly lies in a crucial transition that takes place in the moments when a memory is born: from temporary or short-term memory to more permanent long-term memory. Retaining information across days, weeks, and years depends on two major forms of long-term memory. Episodic memory supports remembering of personal experiences that occurred in a particular time and place: recollections of the surprise birthday party you attended last week, or of the Broadway play you saw on your first visit to New York as a child. Semantic memory allows the acquisition and retrieval of general knowledge and facts: knowing that John Adams and Thomas Jefferson were principal architects of the Declaration of Independence, or that Yankee Stadium is the House That Ruth Built.

But a third type of memory intervenes between the moment of perception and the eventual establishment of long-lasting episodic or semantic memories. Referred to as “working memory,” it holds on to small amounts of information for short periods of time—usually a few seconds—while people engage in such ongoing cognitive activities as reading, listening, problem solving, reasoning, or thinking. You need working memory to understand each and every one of the sentences I have written thus far. If you did not have a way to hold on to the beginning of the sentence as the rest of it unfolds, you would not know what I meant by the time you reached the sentence’s end. Consider, for example, the following two sentences:

 


  The long and demanding course was so difficult that he never shot below 90.




  The long and demanding course was so difficult that he never passed an exam.



 

You cannot tell whether the word course refers to golf or school unless you hold on to this word until the end of the sentence. Working memory allows you to do so, but the system must constantly discard what is no longer needed at the moment and devote its resources to the temporary storage of incoming information. Unless a special effort is made—such as repeating a sentence over and over again—information is lost from the system almost immediately after it enters.

The stunning demonstrations of rapid forgetting in the late 1950s exploited this property of working memory. Immediately after presentation of a nonsense syllable for study, people were required to count backward from one hundred by threes. Unable to rehearse the nonsense syllable and thus keep it in mind, the participants were victimized by rapid loss of information from working memory.

We’ve all experienced this kind of transience. After calling directory assistance to obtain a phone number, you are faced with the choice of paying an extra few cents for automatic dialing or doing it yourself. If you take the time to decide which option to pursue, the number will vanish because you aren’t mentally repeating it. Perhaps the phone company understands the consequences of rapid transience: having forgotten the number while considering the options, people may be more likely to pay the extra cost for automatic dialing rather than looking up the number again. And we’ve all been frustrated by rapid transience in the course of casual conversations. While listening to a friend, you are reminded of something impor­tant to tell them. But when they unexpectedly change the topic and start spilling the latest gossip about a mutual acquaintance, you suddenly realize that you’ve forgotten that critical tidbit you wanted to pass on. It can take considerable effort to recapture your train of thought and regenerate what you wanted to tell your friend.

The main culprit in rapid transience is a part of the working memory system called the “phonological loop.” First postulated by the British psychologist Alan Baddeley, the phonological loop allows us to temporarily hold on to a small amount of linguistic information. Baddeley conceived the loop as a “slave” subsystem that assists the “central executive” system of working memory. This system orchestrates the flow of information into and out of long-term memory, but because of the continual bombardment of inputs, the executive frequently needs assistance. The phonological loop helps out by providing extra temporary storage of words, digits, and other bits of speech.

This slave subsystem’s existence was initially revealed by studies of brain-damaged patients whose memory problems are virtually a mirror reversal of those seen in the amnesic patient HM. Even though his long-term memory for daily experiences was nonexistent, HM had no difficulty when presented with a string of digits and asked to repeat them immediately. He could easily reproduce sequences of six or seven digits—the same number that can be recalled by healthy people. In the early 1970s, the neuropsychologists Tim Shallice and Elizabeth Warrington described an intriguing patient, known by the initials KF, who had no difficulty remembering daily experiences from long-term memory but was unable to remember immediately more than a single digit! KF (and other patients like him) had suffered a stroke that destroyed the back part of his parietal lobe on the surface of the left cerebral hemisphere but did not affect the inner parts of the temporal lobes that were removed from HM’s brain.

The mirror-image strengths and weaknesses in HM and KF showed that the phonological loop can function independently of long-term memory. But the results from studies of KF also raised questions about the function of the phonological loop. If people with a dysfunctional loop have no difficulty establishing new long-term memories, then why do they need it in the first place? Surely this system did not evolve solely to help us remember telephone numbers for a few seconds. By the 1980s, the function of the phonological loop seemed so obscure that one cynic derided it as “a pimple on the face of cognition.”

We now know that the kind of rapid transience associated with a damaged phonological loop has significant, even grave, consequences. The early clues came from studies of another brain-injured patient with a damaged phonological loop. The patient could learn word pairs in her native language, Italian, as quickly as healthy controls. But in contrast to healthy native Italian speakers, the patient could not learn Italian words paired with unfamiliar Russian words. Subsequent studies showed similar results: patients with damage to the phonological loop were almost totally unable to learn foreign vocabulary.

The phonological loop turns out to be a gateway to acquiring new vocabulary. The loop helps us put together the sounds of novel words. When it is not functioning properly, we cannot hold on to those sounds long enough to have a chance of converting our perceptions into enduring long-term memories. Rapid transience of this kind has consequences that extend beyond adults with brain damage. Studies of young children show that the ability to repeat nonsense words provides a sensitive measure of the phonological loop’s functioning. Children who perform at a high level on this test have an easier time acquiring new vocabulary than do children who perform at a low level; the number of nonsense words a child can repeat immediately is an excellent predictor of vocabulary acquisition. Baddeley and the psychologist Susan Gathercole have found that children with language deficits perform especially poorly on tests of the phonological loop. In contrast, other studies have revealed that gifted language learners—polyglots who have mastered several languages—do especially well on the same kinds of tests. Far from being a mere “pimple on the face of cognition,” the phonological loop is a key player in one of the most fundamental human abilities: learning a new language.

Neuroimaging studies using fMRI and PET scans have begun to illuminate some of the neural subsystems that are relevant to short-term transience. For instance, neuroimaging studies have isolated the storage compartment of the phonological loop to the back part of the parietal lobe—an important finding because, as we have already seen, this part of the system is damaged in brain-injured patients who are plagued by short-term transience. Another part of the phonological loop, critical for actively repeating information held in short-term storage, depends on lower portions of the left prefrontal cortex—in the general vicinity of the region discussed earlier that contributes to elaborative encoding. This same region plays an important role in language output. When a healthy person suffers the kinds of short-term transience considered so far—such as forgetting what he or she is about to say, or forgetting a phone number looked up seconds ago—it’s probably because the person fails to activate this part of the left frontal cortex. The information is then lost from working memory and unavailable for further elaborative encoding into long-term memory. Healthy people can circumvent short-term transience by making a concerted effort to rehearse information, which stimulates the lower left frontal cortex. But brain-damaged individuals, like the patient KF, are perpetually doomed to endless bouts of rapid transience because they lack the necessary brain structures.

After the First Few Seconds

Working memory and encoding processes are keys to understanding transience, but they are not the entire story. Whether an experience is quickly forgotten or remembered for years also depends on what happens after those first few seconds when a memory is born. Human beings are storytellers, and we tend to tell stories about ourselves. Thinking and talking about experiences not only helps to make sense of the past but also changes the likelihood of subsequent remembering. Those episodes and incidents we discuss and rehearse are protected, at least partially, from transience; those that we don’t ponder or mention tend to fade more quickly. Of course, the experiences that cause us to ponder and discuss them repeatedly might simply be more memorable in the first place. After the Loma Prieta earthquake struck the Bay Area in 1989, those who experienced it firsthand were so eager to relate their memories of this distinctive and disturbing event that others quickly became saturated by endless tales of “where I was when the earthquake hit.” Soon a popular T-shirt appeared admonishing people to refrain from sharing their earthquake stories.

In the diary study conducted by Charles Thompson and associates, experiences that students reported talking and thinking about most often were remembered in the richest detail. Numerous laboratory studies have demonstrated clearly that even when possible differences in initial memorability are controlled, thinking or talking about a past event enhances memory for that event compared to experiences that are not rehearsed. These findings have direct implications for countering transience in everyday life: thinking and talking about everyday experiences is one of the best ways to retain them later.

Transience can also be exacerbated by what happens after an experience is initially encoded. Consider the study discussed earlier that probed what people remember from a typical day at work. The next day, their memories were rich and detailed; a week later, they were little more than generic descriptions of what usually happens. Imagine, however, that after leaving work on Monday, some people left for a week’s vacation instead of working for the remainder of the week. Chances are excellent that upon returning, they would possess a richer and more detailed recollection of what happened at work on the previous Monday than those who worked for the entire week. Experiences that are similar to those we wish to remember create interference that impairs memory. People who don’t leave for vacation carry out many activities on Tuesday, Wednesday, Thursday, and Friday that are highly similar to those they carried out on Monday, and thus create substantial interference. People who take off on vacation engage in entirely different activities that create little or no interference.

But long-term transience is probably not entirely attributable to interference from similar experiences: loss of information over time occurs even when there is little opportunity for interference to play a role. For example, the psychologist Harry Bahrick tested retention of Spanish vocabulary in those who had studied Spanish during high school or college. He conducted tests at various time points after people stopped taking Spanish, ranging from immediately to fifty years later. Bahrick reported a rapid drop-off in memory for Spanish vocabulary during the first three years after classes had stopped, followed by tiny losses in later years. The drop-off during the initial years is probably attributable to spontaneous decay or loss of information.

What happens to those experiences that we can remember after a day but not after a year? Do they disappear entirely? Or are they lurking in the background, requiring only the right trigger—a distinctive voice or a pungent smell—to call them to mind? Memory researchers have debated these questions for decades. The answer—or at least my answer—involves a partial “yes” to both scenarios. Neurobiological studies of nonhuman animals provide mounting evidence that forgetting sometimes involves literal loss of information. Memories, according to most neurobiologists, are encoded by modifications in the strengths of connections among neurons. When we experience an event or acquire a new fact, complex chemical changes occur at the junctions—synapses—that connect neurons with one another. Experiments indicate that with the passage of time, these modifications can dissipate. The neural connections that encode memories thus may weaken as time passes, perhaps mirroring the shape of the decay curve first reported by Ebbinghaus. Unless strengthened by subsequent retrieval and recounting, the connections become so weak that recall is eventually precluded.

At the same time, however, countless studies have also shown that seemingly lost information can be recovered by cues or hints that remind us of how we initially encoded an experience. As time passes and interference mounts, information may be gradually lost to the point that only a powerful reminder can breach the seemingly inexorable effects of transience by dredging up the remaining fragments of an experience from ever-weakening neural connections.

This latter point is nicely illustrated by the psychologist Willem Wagenaar’s diary study of his personal memories. Every day for four years, Wagenaar recorded various aspects of a distinctive event: who was involved, what happened, when and where the event occurred, and a further distinguishing detail of the event. He did not review the memory diary at any point during the four years when he was recording entries. Wagenaar commenced testing himself the day after the recording phase concluded, probing his memory with different combinations of cues (for example, who, what, where, when).

Wagenaar found that the more cues he provided, the more likely he was to remember key details of the event. There were, however, many events in which no amount of cueing elicited any form of recollection. Intrigued by the question of whether these experiences had disappeared from his memory altogether, Wagenaar interviewed people who were involved in ten of the events he had scored as “completely forgotten.” In all cases, they were able to provide additional details that allowed Wagenaar to remember the event.

Wagenaar’s study reveals a common result of transience over months and years: incomplete rather than total forgetting that leaves in its wake scattered shards of experience. Vague impressions of familiarity, general knowledge of what happened, or fragmentary details of experiences are the most common legacies of transience.

Reducing Transience

We’d all like to remember more than what remains in the wake of transience. Any attempt to reduce transience should include trying to seize control of what happens in the early moments of memory formation, when encoding processes powerfully influence the fate of a new memory. All popularly available memory improvement packages recognize and build on this fundamental insight by trying to teach people how to elaborate on incoming information; a number of books and articles provide helpful reviews of specific techniques. The most frequently prescribed technique involves some form of visual imagery mnemonics: people are encouraged to elaborate on information they wish to remember by converting it into vivid and even bizarre visual imagery. So, for instance, if you want to remember that my name is Daniel Schacter, you might imagine me surrounded by a group of lions (Daniel in the lions’ den), eyeing a shack into which I hope to flee for protection.


Visual imagery mnemonics were first discovered by the Greeks more than two thousand years ago and are used by most professional mnemonists to perform the spectacular feats of their trade—memorizing a telephone book or the names of hundreds of people based on just a few seconds of exposure. Controlled studies in the laboratory also clearly show that ordinary people can use imagery mnemonics to boost memory for lists of words, names, and other materials. There is a problem, however. Many of the imagery techniques are complex, require considerable cognitive resources to implement, and are therefore difficult to use spontaneously. The first few times you generate bizarre mental pictures and stories to encode new information, the process may be challenging and fun. But the task of repeatedly generating memorable images can eventually become burdensome enough so that people stop engaging in it. In one study, for example, older adults were able to use mnemonics when instructed to do so in the lab, but barely one-third of them reported using the techniques in their everyday lives.

Widely advertised memory improvement programs, such as Mega Memory, rely heavily on the use of visual imagery and related techniques. Promotional materials for Mega Memory hold out the enticing prospect that training can result in a “photographic memory” that will enable you to remember names and faces, recall lists or appointments without writing anything down, and even impress your friends and family with demonstrations of mental gymnastics. Glowing testimonials suggest spectacular gains by individuals who have tried the program.

There is little reason to doubt that these programs will be helpful to those who make the effort to use the techniques on an ongoing basis. But I suspect that some people do not realize that to be successful, they must use the techniques each and every time they want to remember a particular event or fact. When I took questions during a radio interview, one caller asked me whether completing the Mega Memory course would “train my brain” to “take pictures” that ensure subsequent memory. She expected—or at least hoped for—a method that would boost her memory in much the same way that glasses help you to see better: just put them on, and without any effort you notice an immediate improvement in your vision. Unfortunately, I explained, mnemonic techniques are not the memory equivalents of eyeglasses: improvements are possible, but they require effortful use of the technique to encode each individual face, name, event, or fact.

Although there have been few controlled investigations of commercially available memory programs, one study examined the effects of training using Mega Memory and similar memory power audiotapes with groups of older adults. After completing a variety of memory tasks, participants attempted to complete one of the two training programs or were assigned to a waiting list. Most of the participants managed to complete the programs, reported generally high levels of satisfaction with them, and had the subjective sense that their memories had improved as a result of training. Disappointingly, there was no evidence of memory improvement in those adults who successfully completed either the Mega Memory or memory power program as compared with the other participants. The researchers concluded that the benefits of these programs for older adults had been “grossly exaggerated.”

To profit from mnemonics or any technique purported to improve elaborative encoding, the method must be simple enough to use regularly. One approach that meets this criterion has been documented in numerous laboratory studies: generating elaborations that relate information you wish to remember to what you already know. A simple way to achieve this goal is to ask questions about what you wish to remember that force you to elaborate: What are the distinctive features in the face of the woman I just met? What acquaintance does she remind me of, and what are their similarities and differences?

Promising results have been reported using a variant of this approach derived from encoding studies in an unlikely population: professional actors. During the early 1990s, the psychologists Helga and Tony Noice made an intriguing discovery while studying how professional actors learn and remember their lines. Rather than using a verbatim memorization strategy, actors learn a script by asking questions about how the specific words that a character uses provide insights into the nature of the character and his goals. The precise grammar, punctuation, and other linguistic elements serve as clues to the character’s plans, motivations, and intentions. For instance, when one actor encountered a brief response by his character—“Yes, I did”—he noted when analyzing the script, “I don’t say anything more than I need to say. Short answers.” Another actor, considering the line “Er . . . thanks. Thanks,” thought that it suggested “trying to be cool and man-of-the-worldish, but I stutter a little.”

Noice and Noice also examined whether college students and older adults can benefit from instruction in the kinds of “active experiencing” used by actors. Results have been encouraging. Several studies have shown that brief training in this strategy enhanced verbatim recall of a script in psychology students and senior citizens compared to participants who simply tried to memorize the script. As with imagery mnemonics, active experiencing demands considerable effort, so it remains to be seen whether people will use the technique on a regular basis. But the promising early results remind us that a major principle for countering transience—enhance elaborative encoding—along with some tools for realizing it, have been established experimentally. The main stumbling block involves effective implementation of encoding techniques in everyday life.

Because elaborative encoding, imagery mnemonics, and related approaches all require cognitive effort, there is undeniable appeal to the prospect of finding an easy and permanent antidote to transience—the mnemonic equivalent of corrective lenses. To judge by the amount of advertising it has received, you might guess that the magical mnemonic lenses have been found in the extracts of leaves from one of the oldest deciduous trees, the ginkgo biloba. We’ve all seen the ads claiming that ingestion of ginkgo will produce heightened mental sharpness and enhanced memory function. And, indeed, many studies have shown that ginkgo does have a salutary effect on cerebral circulation. In the few well-controlled studies of memory that compare ginkgo to placebo controls, modest improvements have been reported in people who reported serious memory problems prior to taking ginkgo, but little or no improvement has been observed in people who reported slight or no memory problems beforehand. Other studies have revealed that patients with Alzheimer’s disease show small improvements in a variety of symptoms after taking ginkgo, probably because of general improvements in alertness. But there is no evidence that ginkgo exerts specific effects that reduce transience. Given a choice between taking ginkgo and investing some time and effort in developing elaborative encoding strategies, healthy people would be well-advised to focus on the latter approach.

Various other herbs and vitamins have also been touted as memory aids, but for the most part the evidence supporting their efficacy is slim or nonexistent. Some suggestive positive results have been reported in several studies of a nutritional supplement called phosphatidylserine, or PS. Like ginkgo, PS appears to exert generally beneficial effects on a wide variety of tasks, including some memory tests. Some have gone so far as to tout it as a “memory cure” for all manner of memory problems associated with advancing age. However, the apparent ubiquity of PS effects—modest gains in attention, concentration, speed of responding, and so forth—suggests that it may operate mainly to augment arousal and alertness, much like a stiff cup of coffee. Indeed, the authors of a six-step memory-cure program that advocates regular doses of PS also endorse the kinds of elaborative encoding techniques discussed earlier. It is a safe bet that this part of the program is responsible for some of the clinical successes they describe.

Other approaches have focused on hormones that seem related to transience. For instance, researchers have been examining the possible benefits of estrogen hormone replacement in postmenopausal women. After menopause, women often complain about memory problems, and laboratory evidence from studies of older women suggests that low levels of estrogen are associated with poor retention of verbal information, such as lists of words or word pairs, across a time delay. Experimental results indicate that estrogen replacement can improve delayed retention of verbal and pictorial information.

Treatments that effectively combat transience are likely to operate directly on the physiological processes responsible for preserving memories. A group of neurobiologists led by Joseph Tsien took a dramatic step forward in this direction by identifying a gene that significantly improves retention in experimental mice. The gene makes a protein for a neural gateway that plays a key role in memory: the NMDA (N-methyl-D-aspartate) receptor. The NMDA receptor helps to orchestrate the flow of information from one neuron to another across the gap known as the synapse. Several decades ago, the Canadian psychologist Donald Hebb proposed that memories form when the strength of synaptic connections rises among neurons that are active at the same time—a state of affairs summed up by the slogan “Neurons that fire together wire together.”

The NMDA receptor opens when it receives two different signals at roughly the same time, triggering facilitated neural processing called “long-term potentiation,” which is believed to help increase synaptic connections and thus promote memory formation. At a relatively young age, the receptor stays open for longer than at an older age, boosting long-term potentiation and making it easier for youthful organisms to form new connections. Tsien’s group overexpressed the critical gene in experimental mice, leading to more activity in NMDA receptors. Mice with extra copies of the gene performed several different kinds of tasks—learning a spatial layout, recognizing familiar objects, and recalling a fear-inducing shock. The mutant mice showed enhanced long-term potentiation during learning, and also showed better performance on each of the three memory tasks than did normal mice. The benefits persisted into adulthood, in effect allowing older mice to learn like younger ones.

The Tsien group concluded their article with the tantalizing suggestion that the beneficial gene expression effect in mice “reveals a promising strategy for the creation of other genetically modified mammals with enhanced intelligence and memory.” As exciting as their results may be, however, nobody yet knows when this kind of approach will lead to the development of treatments that counteract transience in patients with memory disorders or even in people with normal memories. The possibilities are both enticing and troubling. Tim Tully, a neurobiologist who has carried out pioneering research on the genetic basis of memory, wonders whether memory-enhancing drugs might eventually find applications that he would deem personally distasteful. “Think about the pressure on a general who has thirty minutes to communicate a data-rich conversation of specifics of bombing missions to a group of pilots before going off to drop bombs,” suggests Tully. “Do you think he’d cram, then take a memory enhancer? They’d be chomping at the bit for drugs that could modulate memory in that fashion.” Tully is a pacifist who views this type of application as a perversion of the intent of his and others’ research. “I would hate to see this understanding perfected for the art of war, for all the covert and overt atrocities that humans push over on each other.”

The potential educational implications of memory-enhancing drugs are also both auspicious and troubling. “What would it be like if a child popped a memory enhancement pill every day before school?” wonders Tully. “What would that child’s head be like after twelve years of education? What would the child accomplish with that store of information?” The possibility of producing a generation of superlearners, free from the limitations of transience, seems highly desirable. But could the brain handle such an onslaught of information? What happens to those children who don’t have access to the latest memory enhancer? Are they left behind in school and in later life? “We don’t know,” concedes Tully. Some of the same questions apply to adults in the workplace. Imagine that your likelihood of obtaining a promotion grows if you learn and retain more job-related information, and you can do so by taking a memory enhancer. Failing to take the drug could put you at a competitive disadvantage. Would you take it, even if the drug produced worrisome side effects, or if the side effects were unknown? These are the kinds of questions that we will have to face eventually, given the pace of progress in research on the neurobiology of memory.

Public excitement over the prospects of genes and drugs that would reduce or eliminate forgetting perhaps reflects an underlying fear of the catastrophic consequences of Alzheimer’s disease, or even of the milder effects of normal age-related memory decline. This fear cuts to the heart of why transience is perhaps the most terrifying of the seven sins: it undermines memory’s role in connecting us to past thoughts and deeds that define who we are. The great British poet William Wordsworth recognized this connection. In his “Ode: Intimations of Immortality from Recollections of Early Childhood,” Wordsworth meditated on the qualities of faded childhood memories, acknowledging with some regret, “The things which I have seen I can now see no more.” He celebrated the importance of the faint echoes that remained from his ever-receding past:

 


  But for those first affections,




  Those shadowy recollections,




  Which, be they what they may,




  Are yet the fountain-light of all of our day,




  Are yet a master-light of all of our seeing.



 


  The Update


Anti-Transience: From Highly Superior Autobiographical Memory to Retrieval Practice and Reward Effects

In 2006, I was fascinated to read a just-published case study that described an adult woman, referred to by the initials AJ, who possessed a prodigious memory for her past experiences unlike any other individual previously reported in the scientific literature. AJ lived in Southern California, and several years earlier she had written a letter to the eminent memory researcher James McGaugh at the University of California, Irvine, describing her extraordinary ability. “I am thirty-four years old and since I was eleven I have had this unbelievable ability to recall my past,” she explained, going on to say, “Whenever I see a date flash on the television (or anywhere else for that matter) I automatically go back to that day and remember where I was, what I was doing, what day it fell on and on and on and on and on. It is non-stop, uncontrollable and totally exhausting.”

Intrigued by this description, McGaugh and his colleagues studied AJ for several years during the early 2000s and provided formal evidence that supported her claims. When they gave AJ a specific date from 1974 or later, she could recall which day of the week the date fell on and something specific about what she had been doing on that day. AJ kept diaries throughout that time, allowing the researchers to check the accuracy of her recollections in those diaries. Especially compelling were the results of the “Easter Test,” where the researchers asked AJ, with no warning beforehand, what she had been doing on every Easter from 1980 through 2003. AJ produced the correct date for Easter in each of those years and also provided some details about what had happened on those days, ranging from “just returned from AZ, sick as a dog” for April 7, 1985, to “hang all day, spaghetti dinner with R” for April 11, 1993. All of AJ’s memories were confirmed by her diary entries.

Can you recall what you were doing on each Easter for the past two decades? Or on randomly chosen specific dates during that time? (Try May 13, 2012, or October 22, 2005, to get a feel for it.) Undoubtedly, the answer is no. What made AJ’s ability to accomplish these feats even more remarkable was that she did not use visual imagery mnemonics or other similar techniques that, as discussed earlier in this chapter, are routinely used by professional mnemonists to store and recall vast amounts of information. Indeed, AJ’s performance on standard laboratory tests of memory that involved encoding and retrieval of word lists or similar materials was overall unremarkable and on some tests below average. Her extraordinary memory abilities were restricted to recalling everyday personal experiences.


In 2008, AJ published a book about her jaw-dropping memory, The Woman Who Can’t Forget, in which she revealed that her real name was Jill Price. Jill appeared in multiple television interviews, including a 60 Minutes piece that also featured Dr. McGaugh, which generated widespread interest and numerous inquiries to McGaugh from other individuals who claimed that they, too, possessed exceptional memory abilities similar to Jill’s. McGaugh and his colleagues screened the inquiries and found that most of the people did not possess these abilities, though a few of them did. In a 2012 paper, the McGaugh group described eleven cases similar to Jill’s and labeled the condition “highly superior autobiographical memory,” now commonly known as HSAM. In addition to carrying out behavioral testing that confirmed that these HSAM individuals, like Jill, did not do exceptionally well on standard laboratory tests of memory, the researchers performed structural MRIs that revealed differences in the volume of nine brain regions between the HSAM and control groups. Several of these regions, such as the parahippocampal gyrus in the medial temporal lobe, have been implicated in autobiographical memory, leading the researchers to suggest that “structural changes found in the HSAM population may contribute to the more efficient use of the same hardware.” In a 2018 fMRI study, individuals with HSAM and a matched control group were instructed to recall past personal experiences during scanning. The HSAM individuals showed increased activity in twice as many brain regions as the controls when they remembered these experiences. They also showed stronger coupling between the hippocampus and the prefrontal cortex, regions that are important for autobiographical memory.

These findings highlight some important features of HSAM, but they leave open the question of how Jill and other people with HSAM achieve their remarkable feats of memory. Given that Jill kept diaries of her everyday experiences, perhaps she simply studied her diary entries in preparation for her testing sessions and thus literally memorized her past. McGaugh and his colleagues convincingly shot down that theory in their original 2006 paper, pointing out that Jill indicated that she rarely reviewed her diaries, and also that she did not know in advance which of the thousands of diary entries she would be asked about. Further, not all HSAM individuals report keeping diaries. Perhaps Jill and others possess some kind of “photographic” memory, making literal recordings of experiences in a way that the rest of us cannot. That, too, flies in the face of the evidence: when given standard laboratory tests that reveal memory distortions and errors in ordinary people (tasks that I will discuss in the chapters on misattribution and suggestibility), HSAM individuals made the same kinds of mistakes that other people did.

Importantly, however, there is evidence that people with HSAM are not as susceptible to transience when recalling personal experiences as the rest of us are. A 2016 study by the McGaugh group of thirty HSAM individuals revealed that they didn’t recall any more details than the non-HSAM controls about personal events that had occurred a day or a week earlier, but they did recall significantly more details about events that had occurred a month, a year, and ten years earlier. This study also documented that HSAM individuals are characterized by high levels of obsessive behaviors that resemble those observed in patients diagnosed with obsessive-compulsive disorder, such as a compulsive need to organize their environments and a tendency to ruminate about their past experiences. This description is consistent with Jill Price’s characterization of her own recollections as “non-stop, uncontrollable and totally exhausting.” Indeed, the original 2006 case report on Jill noted that she “always needed order in her life” and “has trouble inhibiting her constant remembering of her personal past.”

Based on these observations, HSAM individuals may be protected from the normal effects of transience because they frequently retrieve their past experiences. That idea fits well with experimental findings that have emerged during the past two decades concerning a phenomenon referred to in the memory literature as “retrieval practice”: asking people to retrieve information from memory can be more beneficial to later remembering than simply having them restudy that information. The general idea that retrieving information from memory can strengthen that information and benefit subsequent retention has a long history in psychology (I discussed some of this evidence earlier in the chapter), but it received renewed attention during the early 2000s based on striking demonstrations from the psychologists Henry Roediger and Jeff Karpicke concerning the dramatic benefits of retrieval practice. These benefits have important implications for student learning that have had an increasing impact on educational practices in recent years. Most relevant to our discussion are the results of a 2006 study in which Roediger and Karpicke (1) presented participants with stories to remember, (2) either allowed the participants to restudy the stories or gave them a test on the contents of the stories that required them to retrieve the information, and (3) gave them a final test either five minutes, two days, or one week later. Retrieval practice, compared with restudying, didn’t benefit final recall after the five-minute delay—in fact, there was a small advantage of restudying the stories—but retrieval practice dramatically improved final story recall compared to restudying after the two-day and one-week delays. In other words, retrieval practice slowed down the rate of forgetting over time, similar to what the McGaugh group found in their 2016 study of HSAM individuals. Putting those two findings together supports the idea that HSAM is characterized by “anti-transience” for personal experiences, which results from a kind of “autobiographical retrieval practice”: repeatedly recalling and perhaps obsessing over past experiences.

The parallel findings in both HSAM and retrieval practice that the rate of forgetting over time slows down are especially noteworthy because it is difficult to find conditions or experimental manipulations that specifically impact the rate of forgetting (as opposed to impacting the encoding or retrieval processes). Recently, though, evidence has mounted showing that a reward can also impact transience selectively. For example, in one experiment, people encoded pictures from one category that were linked to a monetary reward and pictures from another category that were not. A monetary reward did not benefit memory on an immediate test, but it had a large beneficial effect after a three-week delay. Another study showed the boosting effect of a monetary reward on memory for trivia items: the reward increased retention after a one-week delay but not after a ten-minute delay. A similar effect has been observed with drug manipulations that affect the brain’s reward system: administering L-dopa improved retention after a six-hour delay but not after a two-hour delay.

The finding that a reward can reduce forgetting over time is potentially important because any manipulation that slows down transience could have practical implications. It’s unclear whether reward plays a role in the exceptional memories of HSAM individuals, but future studies that explore the issue would be informative. More generally, findings from the past two decades that HSAM, retrieval practice, and reward all serve to reduce transience puts us in a stronger position today to develop effective interventions to help preserve our memories over time.

Google, Smartphones, and Social Media: Friends or Enemies of Transience?

When I wrote The Seven Sins of Memory back in 2001, the Internet was already a force in everyday life, but Google was just coming on the scene, and smartphones (as we know them today) and social media were still several years away. Now many of us routinely rely on Google as a kind of external memory for facts and general knowledge. We use our ever-present smartphones both to navigate our environments with GPS and to record experiences that we wish to preserve and then share through social media. Facebook and Instagram are overrun with photos of everyday happenings. In 2019, Senator Elizabeth Warren boasted about having taken more than 100,000 selfies with people who had attended her presidential campaign events. Recent research has shown that people are biased toward relying on external reminders rather than internal cognitive resources to retrieve memories—a process known as “cognitive offloading”—even when this is not an optimal strategy. Is the increasing reliance on external devices to archive our experiences, navigate our environments, and retrieve information helping or hurting our ability to remember over time?

I’ve long been interested in the effects of photographs on memory. Back in the late 1990s, my lab conducted a series of studies in which we examined how viewing a photograph of a recent videotaped event affected subsequent memory. Viewing a photo strengthened memory for the event but impaired memory for related events that were not reviewed. (For more on this finding, see Chapter 3. For a discussion of how photos can serve as misinformation that creates false memories, see Chapter 5.) Based on this research, it seems likely that reviewing personal photos on Facebook or Instagram has multiple effects on later memory, both heightening recall of the events depicted in the photos and impairing recall of related events that aren’t reviewed.

More recently, researchers have studied how taking a photo of an event impacts subsequent memory for that event. In 2014, the cognitive psychologist Linda Henkel published a study in which people took a museum tour and were instructed to take photos of some objects but just look at others. When given a memory test for the objects on the tour, participants remembered fewer objects and the locations of those objects when they had taken photos of them than when they hadn’t. In a later study, people toured a church on the Stanford University campus. Some participants were given an iPod Touch to use as a camera and were told to take as many photos as they liked (minimum of five), either for themselves or to post on Facebook; other participants did not have a camera. Participants who took photos for themselves as well as those who took photos to post on Facebook recalled fewer details of the tour a week later compared with participants who didn’t take any photos at all.

Does this photo-induced memory impairment occur because people engaged in cognitive offloading rely on the photo as a memory aid rather than on their own recall? Probably not. Researchers who evaluated this hypothesis using a virtual museum tour found a photo impairment effect even when participants deleted the photo shortly after taking it. These findings suggest that focusing on the act of taking a photo (i.e., focusing on optimal lighting, angle, and so forth) might affect encoding of the experience in a way that impairs subsequent memory. However, it’s an oversimplification to suggest that taking a photo of an object or event will inevitably lead to impaired memory. Henkel’s work showed that the memory-impairing effect of taking a photo disappeared when people took a photo by zooming in on a specific part of the object. Moreover, other research indicates that when people tour a museum and decide for themselves when to take a photo, taking the photo can enhance subsequent memory for visual aspects of the experience while at the same time impairing memory for auditory aspects. Thus, the impact of taking a photo on what we later remember likely depends on our goal when taking the photo and how memory is later probed.

Using a computer rather than our own memories to store information might have memory-impairing effects. Indeed, a 2011 study indicated that participants exhibited worse memory for trivia items that they typed into a computer (e.g., “An ostrich’s eye is bigger than its brain”) when they were informed that the computer would save this information than when they were informed that the computer would delete the information. However, subsequent research hasn’t revealed similar costs. And one study showed that when people saved a pdf that contained a word list to the computer instead of trying to memorize the words on their own, they were better able to remember a different list of words from a second pdf presented a few seconds later. So, while relying on a computer to store and retrieve information is potentially harmful to memory, it can also be helpful.

People (like me) who frequently rely on a GPS platform such as Google Maps or Waze to navigate when driving or just walking around a new area may not learn much about their environments. Could such reliance produce a persisting impairment in our spatial memory processes? A 2017 study from the laboratory of the London neuroscientist Hugo Spiers provides some intriguing evidence. In this study, participants were taken on a live tour of the Soho neighborhood in London, where they acquired extensive spatial knowledge of the area. The next day, during fMRI they either actively navigated through a filmed simulation of Soho, relying on the memories acquired the previous day to plan their navigation, or simply followed navigation directions provided to them, as when relying on GPS. The study revealed extensive navigation-related activity in the hippocampus, a structure long implicated in memory and spatial navigation, as well as in a region of the prefrontal cortex previously linked to spatial planning—but only in the condition that required memory-based navigation. These hippocampal and prefrontal responses were absent when participants relied on GPS-like directions to navigate. Although this finding does not speak directly to the question of whether relying on GPS impairs spatial memory, several earlier studies show that various measures of hippocampal volume are positively associated with the use of spatial navigation strategies and reliance on spatial memory. Taken together, these lines of research at least raise the possibility that overreliance on GPS to the exclusion of memory-based navigation strategies could contribute to hippocampal atrophy and associated memory decline, although there isn’t any direct evidence yet to support this possibility.

Researchers have only just begun to examine how Google, smartphones, social media, and GPS are impacting our memories, and while it’s already clear that there is an effect, it’s also clear that my initial framing of the question—“Is the increasing reliance on external devices to archive our experiences, navigate our environments, and retrieve information helping or hurting our ability to remember over time?”—is too simplistic. Relying on these external devices doesn’t always impair memory and can even produce some benefits. And as we will see in The Update in the next chapter on the sin of absent-mindedness, reliance on external devices to aid memory can sometimes be a life-or-death matter.



  
  2



  The Sin of
 Absent-Mindedness


ON A BRUTALLY COLD DAY in February 1999, seventeen people gathered on the nineteenth floor of a Manhattan skyscraper to compete for a title known to few others outside that room: National Memory Champion. The winner of the US competition would go on to the world memory championship several months later in London.

The participants were asked to memorize thousands of numbers and words, pages of faces and names, lengthy poems, and rearranged decks of cards. The victor in this battle of mnemonic virtuosos, a twenty-seven-year-old administrative assistant named Tatiana Cooley, relied on classic elaborative encoding techniques: generating visual images, stories, and associations that linked incoming information to what she already knew. Given her proven ability to commit to memory vast amounts of information, one might expect that Cooley’s life would have been free from the kinds of memory problems that plague others. Yet the champ considered herself dangerously forgetful. “I’m incredibly absent-minded,” Cooley told a reporter. Fearful that she would forget to carry out everyday tasks, Cooley depended on to-do lists and notes scribbled on sticky pads. “I live by Post-its,” she admitted ruefully.

The image of the National Memory Champion being dependent on Post-its has a paradoxical, even surreal, quality: Why does someone with a capacity for prodigious recall need to write down anything at all? Couldn’t Tatiana Cooley call on the same abilities and strategies she used to memorize hundreds of words or thousands of numbers to help her remember that she needed to pick up a jug of milk at the store? Apparently not: the gulf that separated Cooley’s championship memory from her forgetful everyday life illustrates the distinction between transience and absent-mindedness.

The mnemonic techniques that Cooley mastered helped her to counter the effects of the sin of transience. Give ordinary people a long string of numbers to memorize, and by the time they have gone much past the seventh or eighth digit, the first few on the list have faded. Not so for a skilled mnemonist like Cooley, who encoded the numbers in a manner that made them readily accessible even when time passed and more numbers were encoded. But the kinds of everyday memory failures that Cooley sought to remedy with Post-it Notes—errands to run, appointments to keep, and the like—have little to do with transience. These kinds of memory failures instead reflect the sin of absent-mindedness: lapses of attention that result in failing to remember information that was either never encoded properly (if at all) or is available in memory but is overlooked at the time we need to retrieve it.

To appreciate the distinction between transience and absent-­mindedness, consider the following three examples:

A man tees up a golf ball and hits it straight down the fairway. After waiting a few moments for his partner to hit, the man tees up his ball again, having forgotten that he hit the first drive.




  A man puts his glasses down on the edge of a couch. Several minutes later, he realizes he can’t find the glasses and spends a half hour searching his home before locating them.



A man attempts to rob a bank but is easily caught because he forgot to put on his mask during the robbery.



Superficially, all three examples appear to reflect a similar type of rapid forgetting. To the contrary, it is likely that each occurred for very different reasons.

The first incident took place back in the early 1980s, when I played golf with a patient who had been taking part in memory research conducted in my laboratory. The patient was in the early stages of Alzheimer’s disease, and he had severe difficulty remembering recent events. Immediately after hitting his tee shot, the patient was excited because he had knocked it straight down the middle; he realized he would now have an easy approach shot to the green. In other words, he had encoded this event in a relatively elaborate manner that would ordinarily yield excellent memory. But when he started teeing up again and I asked him about his first shot, he expressed no recollection of it whatsoever. This patient was victimized by transience: he was incapable of retaining the information he had encoded elaboratively, and no amount of cueing or prodding could bring it forth.

In the second incident, involving misplaced glasses, entirely different processes are at work. Sad to say, this example comes from my own experience—and happens more often than I would care to admit. Without attending to what I was doing, I placed my glasses in a spot where I usually do not put them. Because I hadn’t fully encoded this action to begin with—my mind was preoccupied with a scientific article I had been reading—I was at a loss when I realized that my glasses were missing. When I finally found them on the couch, I had no particular recollection of having put them there. But unlike the problem facing the golfing Alzheimer’s patient, transience was not the culprit: I had never adequately encoded the information about where I put my glasses and so had no chance to retrieve it later.

The third example, featuring the bungled bank robbery, took place in Auckland, New Zealand, in 2009 and culminated with the capture of the robber and an accomplice because the robber’s unmasked face was easily visible to the bank tellers. The robber had also initially forgotten to bring his gun to the teller’s counter and then had to retrieve it from his accomplice before demanding and receiving the money.

There is, of course, no way to know exactly what the robber was thinking about when he initially approached the teller without a gun or a mask on his face, but it seems safe to assume that he knew perfectly well that his plan called for bringing a gun to the counter and wearing a mask. Thus, forgetting in this case was probably not a result of transience, or failure to encode the information initially, but was instead likely attributable to an absent-minded retrieval failure at the moment when the robber approached the teller’s counter.

Absent-minded memory failures are both amusing and frightening. To understand the basis for them, we need to probe the role of attention in encoding processes, and also to explore how retrieval cues and reminders help us to remember what we intend to do.

Attending and Remembering: How Much Do We Notice?

We have already seen that the degree and type of elaborative encoding that people carry out can strongly affect transience. When such encoding fails altogether, however, conditions are ripe for the annoying kinds of absent-minded memory failures that sometimes seem a regular part of daily existence: misplaced glasses, lost keys, forgotten appointments, and so forth. One way to prevent elaborative encoding is to disrupt or divide attention when people are acquiring new information. In studies of divided attention, experimental participants are given a set of target materials to remember, such as a list of words, a story, or a series of pictures. At the same time, they are required to perform an additional task that draws their attention away from the to-be-remembered material. For example, people might be asked to monitor an ongoing series of tones and to respond when they hear a high-pitched or low-pitched tone, while at the same time they try to study a list of words for a later test. Or, while studying the words, they might be asked to listen to a series of numbers and respond whenever a series of three consecutive odd numbers appears. Compared to a condition in which they are allowed to pay full attention to the study list, people exhibit extremely poor memory for the words studied under divided-attention conditions.

Some studies suggest that divided attention during encoding does not necessarily prevent people from registering some information about an experience. Memory researchers have found it useful to distinguish between two ways in which we remember past experiences: recollection and familiarity. Recollection involves calling to mind specific details of past experiences, such as exactly where you sat in the restaurant you dined at last week, the tone of voice used by the waiter who served you, or the kind of spices used in the Cajun-style entrée that you ordered. Familiarity entails a more primitive sense of knowing that something has happened previously without dredging up particular details. In the restaurant, for example, you might have noticed at a nearby table someone you are certain you have met previously despite failing to recall such specifics as the person’s name or how you know them. Laboratory studies indicate that divided attention during encoding has a drastic effect on subsequent recollection, and has little or no effect on familiarity. This phenomenon probably happens because divided attention prevents us from elaborating on the particulars that are necessary for subsequent recollection, but it allows us to record some rudimentary information that later gives rise to a sense of familiarity. When our attention is divided, we may still record enough information about a face so that it seems familiar when we encounter it again, even though we do not engage in sufficient elaboration to recollect the person’s name, occupation, or other details later.

Many absent-minded errors are probably attributable to a kind of divided attention that pervades our daily lives. Mentally consumed with planning for a critical presentation the next day, you place your car keys in an unusual spot as you are reading over your notes. Or, thinking about how much money is left in your checking account after writing the latest check, you leave the checkbook on the dining room table. Even if some residual familiarity remains from these encounters, it is not sufficient to prevent forgetting later on: you need to be able to recollect the details of where you put the keys or the checkbook. Lew Lieberman, a retired psychology professor, relates a particularly irritating incident of this kind:

A day does not go by when I do not spend time looking for something. Today I needed a new booklet of checks for my checkbook. When I went to get it, I found the very next booklet was missing. Apparently, at some earlier time, I could not find my checkbook and had to use a check from the next booklet to write a check, but then I could not find the missing booklet and have NO recollection of having done this. But then, where is the booklet?



Insufficient attention at the time of encoding may be an especially important contributor to absent-minded errors in older adults. Experiments carried out in the laboratories of the psychologists Fergus Craik and Larry Jacoby indicate that aging can produce a state that resembles a kind of chronic divided attention. Their studies found similar patterns of memory performance in older adults (aged sixties to seventies) who were allowed to pay full attention to incoming information during encoding and college students whose attention was divided during encoding. For instance, in Jacoby’s experiments both groups showed less recollection of past experiences than did college students who paid full attention at the time of encoding, even though all three groups showed similar levels of familiarity. Divided attention reduces the overall amount of cognitive resources—the “energy supply” that fuels encoding—that can be devoted to incoming information. Likewise, Craik and others argue that aging is associated with a decline in cognitive resources, thereby resulting in patterns of performance that resemble those produced by divided attention.

Attentional lapses that yield absent-minded forgetting are particularly likely for routine activities that do not require elaborative encoding. During the early stages of performing complex activities, such as driving a car or typing, we need to pay careful attention to every component of the activity. But as our skill improves with practice, less and less attention is required to perform the same tasks that initially demanded painstaking effort. Numerous experiments have shown that practice on various kinds of tasks and skills results in a shift from attention-demanding, effortful task execution to automatic execution involving little or no deployment of attention. “Operating on automatic” provides us with the cognitive freedom to focus on unrelated matters as we perform what once was an attention-consuming task, such as driving a car. But automaticity has a cost: the virtual absence of recollection for activities that were performed “on automatic.” Most seasoned drivers, for example, are familiar with the unsettling experience of cruising along at sixty-five miles per hour on a six-lane interstate and suddenly realizing that they have no recollection of the road for the past five miles. Absorbed with concerns that have nothing to do with driving, and relying on the well-learned skills that allow them to drive safely even when on automatic, the experienced driver does not elaborate on what is going on around them and hence remembers nothing of it. Over a century ago, the British novelist Samuel Butler, who developed a grand theory of mental evolution that assigned great importance to the development of automatic behavior, insightfully characterized memory for automatic actions in a concert pianist who has just played a five-minute piece:

For of the thousands of acts . . . which he has done during the five minutes, he will remember hardly one when it is over. If he calls to mind anything beyond the main fact that he has played such and such a piece, it will probably be some passage which he has found more difficult than the others, and with the like of which he has not been so long familiar. All the rest he will forget as completely as the breath which he has drawn while playing.



This kind of amnesia for the automatic can lead to some jarring incidents of forgetting. It is probably responsible for the kind of forgetting I experienced when, on automatic, I put my eyeglasses down in an unlikely location. Even worse, people report frantically searching for glasses that, only moments ago, they casually pushed up on top of their heads, or running around the house looking for keys they are still holding. My own most frustrating “amnesia for the automatic” story occurred after finishing a round of golf. I carried my clubs back to my car and prepared for the drive home. I usually put my car keys in my golf bag during the round but could not find the keys there. Panicking, I emptied the contents of the bag to no avail. I couldn’t find the keys in my pockets and, assuming they had fallen out of the bag when I was playing, began silently cursing under my breath as I contemplated what to do next. Out of the corner of my eye, I then noticed the raised trunk of the car with the keys dangling from the back. Operating on automatic, I had already used the keys to open my trunk but had no memory of it.

Neuroimaging techniques provide insights into what happens in the brain during conditions of divided attention and automatic behavior. Tim Shallice and his collaborators studied the effects of divided attention by performing PET scans while volunteers tried to learn a list of word pairs. Some scans were conducted while people performed an easy, distracting task that diverted little attention away from encoding the word pairs: volunteers moved a bar in the same predictable direction on all trials. Other scans were carried out while the volunteers performed a difficult, distracting task that drew most of their attention away from encoding the word pairs: they moved the bar in novel, unpredictable directions on each trial. There was less activity in the lower left part of the frontal lobe during the difficult distraction scans than during the easy distraction scans. As we saw in the previous chapter, activation in the lower left frontal region during encoding is closely related to subsequent remembering and forgetting. Shallice’s experiment suggests that divided attention prevents the lower left frontal lobe from playing its normal role in elaborative encoding. When this region is not involved in encoding new information, or only minimally involved, subsequent recollection will suffer greatly, and absent-minded types of forgetting are likely to occur.

Related neuroimaging studies also link the left inferior frontal lobe with automatic behavior. The neuroscientist Marcus Raichle and his group performed PET scans while they showed volunteers a series of common nouns and asked them to generate related verbs. So, for example, when shown the noun dog, participants might come up with bark or walk. When subjects first performed this task, generating verbs was associated with extensive activity in the lower left frontal lobe (and many other parts of the brain). This activity probably reflects a kind of elaborative encoding related to thinking about properties of dogs and the kinds of actions they perform. But as the volunteers practiced the task repeatedly with the same nouns and generated the verbs more quickly and automatically, activity in the lower left frontal lobe gradually declined. This result raises the possibility that automatic behaviors in everyday life—a key source of absent-minded errors—may be associated with low levels of left prefrontal activity.

In a related fMRI study conducted by Anthony Wagner in my laboratory, we saw further evidence of how automatic behavior, reflected by reduced activity in the left inferior prefrontal cortex, works against forming vivid recollections. Memory researchers have known since the pioneering studies of Hermann Ebbinghaus over a century ago that repeating information improves memory for what is repeated. Further, distributing the repetitions over time often results in better memory than massing them all together. So, for instance, if you want to study for a test you will be taking in a week’s time and are able to go through the material ten times, it is better to space out the ten repetitions during the week than to squeeze them all together. (Students often engage in massive cramming just before taking an exam, which can produce short-term gains in retention, but spacing out repetitions generally produces better long-term results.)

We showed people words to encode for a later test, either a day before we showed them the same words again in the scanner (spaced repetition) or just a few minutes before they saw the same words again (massed repetition). Predictably, people showed better memory on the test for the spaced words than for the massed words. Most important, there was less activity in the left inferior prefrontal region when people studied the massed words they had just seen a few minutes earlier than when they studied the spaced words they had seen a day earlier. Repeating the words close together in time apparently led to more automatic encoding on the second repetition, which was associated with reduced left prefrontal activity and poorer subsequent memory. These results fit nicely with those from Raichle’s verb-generation experiment and might help us to understand why automatic kinds of encoding can lead to absent-minded memory errors.

Automatic or superficial levels of encoding can result in other kinds of absent-minded errors, too. One of the most intriguing is known as “change blindness.” In studies of change blindness, people observe objects or scenes that unfold over time. Experimenters make subtle or large changes to the objects or scenes in order to determine whether people notice the changes. Change blindness occurs when people fail to detect the changes that the experimenter has made. The psychologists Daniel Levin and Daniel Simons have performed some of the most inventive research on change blindness. In one study, for instance, they showed participants a movie in which a young blond man sits at a desk. He then gets up, walks away from the desk, and exits the room. The scene shifts outside the room, where a young man makes a phone call. Unknown to the observers, the man sitting at the desk is not the same person as the man who makes the phone call. Although both are young and blond and wear glasses, they are clearly different people when examined at all carefully. Only one-third of the observers noticed the change.

In another film, two women are shown sitting across a table from each other, sipping colas and munching on food as they chat. As the camera cuts back and forth between the two, it all seems pretty normal and mundane. When asked if they noticed whether anything changed during the brief duration of the film, most people say they did not detect any changes, or perhaps noticed one. Yet in every frame, there were numerous changes in the women’s clothes, props on the table, and so forth.

Not satisfied with merely demonstrating change blindness in film segments, Levin and Simons asked whether such effects could also be demonstrated in live interactions. To test this idea, one experimenter asked someone on a college campus for directions. While they were talking, two men walked between them carrying a door that hid a second experimenter. Behind the door, the two experimenters traded places, so that when the men carrying the door moved on, a different person from the one who had been there just a second or two earlier was now asking for directions. Remarkably, only seven of fifteen participants reported noticing this change!

In successive experiments, Simons has demonstrated even more dramatic effects by further restricting attention to an object. Consider this: If you were watching a circle of people passing a basketball and someone dressed in a gorilla costume walked through the circle, stopped to beat his chest, and exited, of course you would notice him immediately—wouldn’t you? Simons and the psychologist Chris Chabris filmed such a scene and showed it to people who were asked to track the movement of the ball by counting the number of passes made by one of the team. Approximately half of the participants failed to notice the gorilla.

Focused on tracking the ball’s movement, people are blind to what happens to unattended objects and thus do not encode the sudden change. Brain imaging evidence from a related experimental procedure supports this idea. When people are instructed to pay attention to letter strings superimposed on line drawings of objects, parts of the left frontal, temporal, and parietal lobes respond more strongly to meaningful words than to random letters. But when they are instructed to pay attention to the line drawings, these regions no longer respond differently to words and random letters—even though participants look directly at the letter strings.

In the earlier examples, where people were free to attend to whatever they wished, change blindness probably occurred because people encode features of a scene at an extremely shallow level, recording the general gist of the scene but few of the specific details. To paraphrase Simons and his collaborators, successful change detection tends to occur when people encode elaboratively the exact features that distinguish the original object or person from the changed one. In the door study, the people who most often failed to notice that a different person emerged from behind the door were middle-aged and older adults; college students tended to notice the change. Older individuals might have encoded the initial (young) experimenter generically as a “college student,” whereas the college students (for whom the person asking directions was a peer) might have encoded the experimenter in a more specific way. To find out whether college students would be more susceptible to change blindness when induced to encode at a generic level, Simons and Levin repeated the door study attired as construction workers. They thought the college students might now tend to encode them more generically and, hence, show higher levels of change blindness. And they did: only four of twelve students noticed when a different construction worker emerged from behind the door to ask directions. Thus, shallow encoding that does not proceed beyond a general level results in poor recollection of the details of a scene and consequent vulnerability to change blindness. Change blindness is attributable, at least in part, to the same kinds of automatic encoding activities that sometimes leave us searching for glasses perched atop our heads or keys clenched in our fists.

Remembering What You Want to Do

In Marcel Proust’s monumental exploration of his own memory, Remembrance of Things Past, the author’s yearning to recapture lost moments from childhood seems to epitomize what memory is for: providing a connection between the present and the past. Yet in our daily lives, memory is just as much about the future as it is about the past. We are all familiar with the seemingly endless to-do lists that remind us of what we need to remember in the future: pick up milk and cereal on the way home; call to make that airline reservation; drop off a manuscript at an associate’s office; confirm tomorrow’s lunch date; mail in the mortgage payment on time; transfer money from savings to checking—the list could go on indefinitely.

Psychologists nowadays use the term “prospective memory” to describe remembering to do things in the future. Until recent decades, however, researchers had focused almost exclusively on the remembrance of things past, which constituted the object of Proust’s yearnings and writings, even though people express more concern about remembering to carry out future actions than about other, retrospectively oriented aspects of memory. This distinction may be because when retrospective remembering fails—forgetting a name or a fact, or confusing when and where two events occurred—memory is seen as unreliable. But when prospective remembering fails—forgetting a lunch appointment or failing to drop off a package as promised—the person is seen as unreliable. Have you ever forgotten to send in your monthly mortgage or credit card payment? If so, you know that faulty memory is not a sufficient excuse to escape the late-payment fee. Absent-minded errors of prospective memory are annoying not only because of their pragmatic consequences, but also because others tend to see them as reflecting on credibility and even character in a way that poor retrospective memory does not.

Why does prospective memory fail? To begin to answer this question, I find it useful to adopt a distinction first proposed by the psychologists Gilles Einstein and Mark McDaniel. They distinguish between “event-based” and “time-based” prospective memory. Event-based prospective memory involves remembering to carry out a task when a specific event occurs. If your friend Frank says, “When you see Harry at the office today, tell him to call me,” Frank is asking you to remember to perform a particular action (tell Harry to call me) when a specific event occurs (you see Harry at the office). Time-based prospective memory, in contrast, involves remembering to carry out an action at a specific time in the future. Remembering to take the cookies out of the oven in twenty minutes and remembering to take your medicine at 11:00 p.m. are examples of time-based prospective memory tasks.

Forgetting can occur for different reasons when we are faced with event-based and time-based prospective memory tasks. In event-based tasks, problems occur if the event that is designated to trigger recall of the intended action fails to do so: if, for instance, we see Harry in the office and are not reminded to tell him to call Frank. In time-based tasks, by contrast, problems usually arise because we fail to encounter or generate a cue that can remind us to carry out the target action. When faced with the task of remembering to take medicine at 11:00 p.m., either I must spontaneously remember to do so at 11:00 p.m. or think ahead and arrange cues that will likely trigger recall at the right time. Knowing that I am likely to be brushing my teeth before bed at 11:00 p.m., for example, I might place the medicine in a spot by the sink where I can’t miss it. From this perspective, event-based prospective memory requires understanding of why cues or hints do or do not spontaneously trigger recall of an intended action; time-based prospective memory requires understanding of how we generate cues that will help us to remember at a later time.

Consider first event-based prospective memory. Frank has asked you to tell Harry to call him, but you have forgotten to do so. You indeed saw Harry in the office, but instead of remembering Frank’s message, you were reminded of the bet you and Harry had made concerning last night’s college basketball championship, gloating for several minutes over your victory before settling down to work. When Frank later asks you what happened with Harry, you apologize profusely and wonder out loud whether something has gone terribly wrong with your memory. In all likelihood, nothing is wrong. Prospective memory failed because Harry is a potential reminder of many things other than the message to call Frank. The best prospective memory triggers tend to be highly distinctive cues that have few other associations in long-term memory, and hence are not likely to remind us of irrelevant information.

Experiments by Gilles Einstein and Mark McDaniel using a simple laboratory analogue of event-based prospective memory demonstrate the importance of cue distinctiveness. Participants were given lists of words to learn for a later test. For the prospective memory task, some people were instructed to push a button whenever a particular familiar word appeared, such as movie, and others were instructed to push the button whenever a particular unfamiliar item appeared, such as the nonsense word yolif. Einstein and McDaniel reasoned that people have many associations to movie and, hence, might sometimes think of them instead of remembering to press the button. They have no associations to yolif and, hence, would not be distracted by irrelevant information and forget to push the button. Results indeed showed that people were much more likely to remember to press the button when cued with yolif than with movie.

A reminder also has to be sufficiently informative, as well as distinctive, to aid prospective recall. How many times have you jotted down a phone number that you need to call, thinking that it will remind you later to do so, only to discover that you do not recollect whose phone number it is? When I visited a college campus to lecture on memory, my host’s secretary showed me a “reminder” she had scrawled on a sticky pad earlier that day which said only “Nat.” She now had no idea who or what she meant by “Nat.” When we write a note to ourselves, all the surrounding information is available in working memory, so the reminder seems perfectly adequate. But we may fail to take into account the main lesson in the previous chapter: memories are frequently transient. The reminder that seemed self-evident when related information was available in working memory becomes a cryptic—and frustrating—puzzle when that information has faded with time. To aid future recall, we need to transfer as many details as possible from working memory to written reminders.

Event-based prospective memory can also fail because we are preoccupied with other concerns and devote so little attention to the target event that we are not spontaneously reminded of anything. If you saw Harry in the office only minutes before you had to give a major presentation to your CEO, you may have been devoting so much mental effort to preparing for the talk that the sight of Harry failed to trigger any recollections at all. Experiments using a variant of the Einstein-McDaniel procedure support this possibility. People were shown a series of words and were instructed to remember to press a button whenever a particular word appeared. Some participants also performed an additional attention-demanding task. For example, in one experiment some participants tried to generate a sequence of digits rapidly in a random order while they were also studying the word list and remembering to perform the prospective memory task. Compared to participants who were allowed to generate digit sequences at a more leisurely pace, the group that generated digits rapidly showed many more lapses of prospective memory—that is, they forgot to press the button when the target word appeared. They were preoccupied with trying to generate random digit sequences quickly, so the word cues frequently failed to remind them of what they were supposed to do, much as someone preoccupied with preparing a talk might fail to pass on a message to a coworker she encounters while in the midst of preparations. In other experiments in which participants were given relatively mindless additional tasks to perform, such as continually repeating the word the while studying words and trying to remember to press a button when the target appeared, prospective memory did not suffer.

A study that used PET scans to examine brain activity during an event-based prospective memory task further illuminates these findings. While in the scanner, participants were instructed to repeat a series of spoken words. In a condition that also required prospective memory, they tried to remember to tap whenever a designated target word was spoken. Compared to when participants repeated words but did not have to remember to carry out a future action, prospective remembering was associated with greater activity in several parts of the frontal lobe. Some of these same frontal regions have been implicated previously in working memory—holding information online for brief time periods. Although we do not yet know how these laboratory findings relate to everyday absent-minded errors, it is tempting to speculate that some of the frontal regions that showed heightened activity during prospective remembering are “captured” by distracting activities that preoccupy us and contribute to failed prospective memory. Consider, for example, what might happen when we are told to pass on a message to an associate but are preoccupied with competing task demands—thinking about what we said, or didn’t say, at this morning’s meeting when we encounter that associate. Some of the frontal regions that contribute to successful prospective remembering may be tied up by our internal monologue, and thus do not play their usual role in enabling prospective recall. This could result in a failure to be reminded by a cue to carry out an intended action.

Stressed-out aging adults who worry that each new absent-minded memory slip signals the onset of age-related cognitive decline, or perhaps even Alzheimer’s disease, should take comfort in the finding that prospective cues frequently fail to trigger recall of appropriate actions when people are preoccupied with attention-consuming matters. The source of their worries may well lie in the multitude of competing professional and personal concerns that absorb mental energy and can reduce the effectiveness of reminders to carry out mundane but necessary everyday tasks. Indeed, several laboratory studies have shown that older adults who have reached their sixties and seventies perform almost as well as younger adults on event-based prospective memory tasks. When given cues that remind them to carry out a target task, older adults have little problem remembering what to do.

Aging does have more noticeable effects on time-based prospective memory tasks. When we need to carry out an action at a particular time in the future, such as remembering to take medication before bed, we must generate cues or reminders on our own. For example, in laboratory studies by Einstein and McDaniel, older and younger adults were instructed to remember to press a key after ten and twenty minutes had passed; a clock was positioned behind the subjects to help them keep track of time. In this time-based task, older adults forgot to press the key more often than did younger adults. With no cue available to trigger recall of the target action, older adults were less likely than younger adults to summon up the action on their own. This finding fits well with other data indicating that self-initiated recall is a difficult task for older adults, probably because it requires extensive cognitive resources that decline with age.

Older adults can, however, perform well on time-based prospective memory tasks by taking steps to convert them into event-based tasks—that is, by generating cues that will be available at the appropriate time to trigger recall of what must be done. When asked by an experimenter to make a phone call at a specified time, some older adults changed the time-based task to an event-based task by linking it with an incident in their daily lives that occurred when the call had to be made. For example, one participant placed a reminder note to make the call next to where she washed dishes, and another tied in the phone call with a morning coffee.

These findings have implications for such important everyday prospective memory tasks as taking medication. Many older adults need multiple medications, and taking them at the right time is crucial for their health. Surveys suggest that between one-third and one-half of elderly adults do not adhere to their medication schedules. Direct observations indicate that such problems are mainly characteristic of people in their seventies and eighties; “young” older adults (in their sixties) generally adhere well to medication schedules. As noted earlier, remembering to take a medication at 11:00 p.m. is a time-based task, but it can be converted to an event-based task by, say, placing the needed medication next to one’s toothbrush and regularly brushing one’s teeth before retiring at 11:00 p.m. Many factors contribute to poor medication adherence, but improvements can be realized by arranging cues that convert this time-based task to an event-based task.

Perhaps even more than event-based prospective memory, time-based prospective memory often fails because people are preoccupied with other concerns that prevent them from even attempting to generate appropriate retrieval cues. In the study that required participants to make a phone call at a particular time, the most common reasons they gave for failing to do so were that they were “absorbed” or “distracted.” Unfortunately, we often merely admonish ourselves to remember to carry out a task at a future time rather than generating concrete cues or reminders that will help us to do so. Sitting at a desk in your home office, you tell yourself earnestly, “Okay, don’t forget to mail that credit card payment tomorrow morning.” But unless you convert this time-based task to an event-based task by generating a reminder, such as putting the bill in a place where you will see it when you leave for work the next morning, the bill will likely remain unsent on top of your desk. The psychologist Susan Whitbourne related to me a particularly vexing incident of this sort:

In leaving for an overnight trip to Baltimore, I “told” myself to be sure to pack my contact lens case in the morning, after I was through with it at home. However, I forgot to do so, as I found when I looked for it in my bag that night. Spotting two empty water glasses with handy paper covers, I thought I would put one lens in each glass and cover them up and that would do it. At the time, I was quite weary after a long day of travel and an evening of socializing. In the morning, I went to the sink and, to my horror, saw that the right glass had been removed and was empty! The glass of water I helped myself to in the middle of the night had an extra little treat in it that would never make it to my eye. Fortunately, I was able to give my talk that day wearing only one contact lens, but it was a pretty miserable experience, not to mention an expensive memory slip.



Despite the health risk of swallowing a contact lens, Whitbourne’s absent-minded error led to a relatively benign, if irritating, outcome. But in other contexts, more serious consequences can follow from failed time-based prospective recall. Air traffic control provides a compelling example. Controllers are frequently faced with situations in which they must postpone an action and remember to carry it out at a later time. For example, if a pilot requests a higher altitude that cannot be granted until nearby aircraft pass, the controller must remember to give the clearance later. To help remember, controllers use rectangular strips of paper, called “flight progress strips,” which provide information about the altitude, route, destination, and other features of each flight for which the controller is responsible. A controller who defers a request for higher altitude, for example, might try to use the strip for that flight as a reminder by marking it or offsetting it from other strips.

Flight progress strips are being replaced by automated electronic strips that do not allow controllers to manipulate them physically. To help determine how controllers could use such automated reminders most effectively, researchers at the University of Oklahoma collaborated with the Federal Aviation Administration in a simulated study of air traffic control. Consider a controller who has just deferred a request from Delta flight 692 for higher altitude until passing traffic clears, and enters a prospective command to remind himself to grant higher altitude to Delta 692 in one minute. One scenario would be to make the electronic reminder visible during the minute waiting period, to help the controller “rehearse” the command, but not at the moment the command is to be executed. A second scenario would be to make the electronic reminder visible only at the moment when the command needs to be retrieved and executed. Yet a third scenario would be to keep the reminder visible both during rehearsal and at the moment of intended retrieval. Compared to a control condition in which no electronic reminder was provided, prospective recall improved only when the cue was available at the time needed for retrieval (the second and third scenarios). Providing the reminder during rehearsal alone produced no benefit, and providing the reminder during both rehearsal and at the moment of retrieval was no more effective than providing it at retrieval alone.

The importance of having a cue available at the time an intended action is carried out, rather than beforehand, was painfully illustrated when I received a call at home one morning from my wife. She reminded me to leave cash for our housecleaners, who would make their weekly visit later that day. She also reminded me not to set the security alarm, because the cleaners do not know the code. I immediately removed the cash needed to pay them and placed it on the kitchen table. I then resumed what I had been doing (writing this very chapter) and left for the office later that morning. Two hours later, I received a message from a friend who had been notified by our security company that the alarm in our house had gone off. Police arrived quickly, and the cleaners faced the awkward task of explaining that they intended to clean—not to clean out—our house. My wife’s reminder to leave the money worked because I was able to act on it immediately. Her reminder to refrain from setting the alarm induced me to “rehearse”—admonishing myself not to forget, just as Susan Whitbourne told herself to pack the case for her contact lenses—but it ultimately failed because it was not present when I needed to avoid setting the alarm at the time I left the house a couple of hours later.

Because prospective memory so heavily depends on the availability of cues that trigger intended actions, the most effective way to counter absent-minded prospective memory failures is to develop and use effective external memory aids. The most effective such cues pass two key criteria considered earlier: they are sufficiently informative, and they are available at the time an action needs performing. The quintessential external memory aid—a string tied around one’s finger—passes the latter of these two criteria but not the former. Tying a string around a finger is potentially helpful because it’s always visible. But it renders us vulnerable to the same problem that frustrated the secretary who puzzled over what she meant by the reminder saying only “Nat”: it is easy to forget what a string around the finger means. Even if we do write down sufficiently detailed notes to remind us of what we intend to do, we still must find a way to ensure that they are available around the time the action is to be performed. Sticky-pad notes hidden in our pockets or a notebook that we never look at may contain all the necessary details but will not help us remember unless they are consulted.

A number of elementary and secondary schools have instituted effective programs that use external memory aids to combat a common absent-minded error among students: forgetting to do homework. For example, in one Atlanta-area elementary school, students record assignments to be carried out in a central planning notebook that parents are asked to sign each night. The school’s principal spot-checks the planners, awarding ice cream and candy kisses to those students whose parents sign off every day of the week. To encourage its use, one high school requires students to carry the planner as a hall pass, and another requires them to take it with them to the water fountain or restroom. Informal reports suggest a reduction of forgotten homework assignments.

Many effective everyday memory aids that we take for granted meet the two key criteria of informativeness and availability at the time of retrieval. A whistling teakettle, for instance, reminds you of exactly what you need to do at the time you need to do it. Likewise, some electronic irons come with a built-in prospective memory cue, sounding an alarm when left facedown for too long. Even more sophisticated electronic devices are now available to help us record and plan our future actions. A survey conducted in the early 1990s identified thirty different kinds of external memory aids that were then available commercially, and the list has grown since then. Interestingly, there were variations in the perceived usefulness of different types of external aids as a function of age and lifestyle. Back then, teens and adults in their twenties tended to be most interested in high-tech reminders such as electronic memo pads that could be used at school or on the job. Middle-aged adults with families viewed products that reduced forgetting of tasks around the house, such as the “memory iron,” as particularly helpful. And older, mainly retired adults were most interested in products that helped them to execute routine daily tasks at home and elsewhere, such as an electronic “plant reminder” that is inserted into soil and sounds when the plant needs to be watered.

When Joseph Tsien and his group published their groundbreaking study of genetically engineered memory improvements in mice, the media were awash in speculations about high-tech memory drugs that might put an end to forgetting altogether. But just as National Memory Champion Tatiana Cooley forgot to do things and struggled to overcome her absent-minded memory failures, there is likewise no guarantee that any future drugs that combat transience will also reduce absent-mindedness. As Cooley discovered, however, combating absent-mindedness does not require genetic interventions: the Post-its that she relied on, or other more sophisticated external memory aids, are adequate remedies when used effectively. Absent-mindedness is most troublesome for busy individuals who are perpetually trying to balance multiple tasks and must therefore constantly organize future actions. The psychologist Ellen Langer has pointed out that when we misplace our car keys or eyeglasses, it is usually because we are devoting our mental resources to more important things: wrestling with a personal dilemma or thinking about how to handle an upcoming meeting at work. Are there also absent-minded mice, preoccupied with pressing concerns that lead to automatic behaviors and associated forgetting? Might there be a specific gene responsible that could help us to overcome such memory failures? If one exists, would we want to make use of it? These are intriguing questions without clear answers. But I suspect that for the foreseeable future, cognitive engineers, not genetic engineers, will lead the way forward in efforts to combat absent-mindedness.

 


  The Update


Forgotten Children

Several months after the first edition of The Seven Sins of Memory was published in the spring of 2001, I received a phone call from an attorney concerning a startling and tragic case of forgetting that he had taken on in Dallas County, Iowa. Kari Engholm, then a thirty-five-year-old hospital executive, drove to work on a hot late-June morning focused on a busy day ahead filled with meetings. But that morning was different from most mornings because Kari, who normally drove her three-year-old son, Eric, to a daycare center before going to work, was also responsible for driving her seven-month-old daughter, Clare, to a babysitter. Kari’s husband, Dennis, usually drove Clare to the babysitter, but he couldn’t do so that morning. So Kari dropped off Eric and then drove directly to work—as she always did—without stopping to leave Clare with the babysitter. The babysitter left messages on the Engholms’ home phone asking why Clare had not been dropped off, but they never reached Kari and Dennis. At the end of a steamy, ninety-degree day, Kari picked up Eric at daycare and, when she opened the door to let Eric into the car, finally became aware of the horror that had transpired: Clare had died in the back seat of the oven-hot car.

I was taken aback by the attorney’s phone call because I had never heard of a case in which forgetting produced such a catastrophic result. I had read about parents who made an ill-considered decision to leave a child in a hot car while running an errand, but this was different—Kari Engholm never made a conscious choice to leave Clare in the car and wasn’t even aware that Clare was in the car after dropping off Eric. Instead, what happened to Kari was an extreme example of absent-minded forgetting that closely followed the principles of prospective remembering and forgetting established in psychological studies. Earlier in this chapter, I discussed the critical importance of having a reminder cue available at the moment an action needs to be executed. Kari did not notice Clare sleeping in her car seat when she dropped off Eric and thus had no reminder to drive to the babysitter at the moment she needed one. I also discussed evidence that people forget to carry out intended actions because they are preoccupied with other matters and don’t attempt to generate retrieval cues. Kari was focused on upcoming meetings, and it surely wouldn’t have occurred to her that she could possibly forget that her baby was in the car, so why would she even try to generate a reminder? Other evidence shows that automatic behavior can contribute to absent-minded forgetting. Kari’s normal routine changed on that awful June day: As she left Eric’s daycare, habits took over, and she automatically drove directly to work. In effect, Kari encountered a “perfect storm” of conditions that conspired to produce a nearly unimaginable kind of absent-minded forgetting.

News coverage of the tragedy contained incredulous and even contemptuous assertions. A July 5, 2001, column in the Orlando Sentinel discussing Kari’s case and two similar ones raised a question that no doubt crossed the minds of many: “How do you forget your child is in the car? How do you become so preoccupied with work that you forget to drop your child at the babysitter’s, as two of these women claim to have done?” Kari was indeed charged with felony neglect of a dependent child and involuntary manslaughter, and she stood trial for those offenses. But in December 2001, Judge Paul Huscher rendered a verdict of not guilty, reasoning that Kari had not acted with reckless disregard for Clare’s safety.

Sadly, cases similar to Kari’s have appeared with numbing regularity during the past two decades. But as pointed out by Gene Wein­garten in his Pulitzer Prize–winning Washington Post article “Fatal Distraction,” these tragic deaths started occurring with regularity only after a well-intentioned policy change produced unintended consequences:

Two decades ago, this was relatively rare. But in the early 1990s, car-safety experts declared that passenger-side front airbags could kill children, and they recommended that child seats be moved to the back of the car; then, for even more safety for the very young, that the baby seats be pivoted to face the rear. If few foresaw the tragic consequence of the lessened visibility of the child . . . well, who can blame them? What kind of person forgets a baby?



Unfortunately, events since have shown that pretty much anyone can forget a baby in the back seat. People who have forgotten young children in hot cars leading to death include numerous caring, responsible, and highly accomplished parents. According to a 2018 report from the National Safety Council, about forty children died in hot cars each year since 1998, and 54 percent of those deaths were attributable to forgetting (by contrast, only 19 percent resulted from a parent knowingly leaving a child in a hot car, and 26 percent resulted from a child gaining access to the car). The perfect storm of circumstances that led Kari Engholm astray—absence of retrieval cues at the moment they are needed most, change in routine, absorption with pressing concerns unrelated to the child, and reliance on automatic behavior—show up again and again in these heartbreaking stories.

Who is to blame? Online comments concerning cases like Kari’s tend to be split sharply. Some provide a harsh response to Gene Wein­garten’s question “What kind of person forgets a baby?”: anyone who could do so is not fit to be a parent and has committed a crime. Others view the bereaved parents as victims of an extreme kind of forgetting that does not deserve to be punished as a crime, especially given that the parents are already suffering from severe and unrelenting self-inflicted guilt. Not surprisingly, my own view fits the latter perspective for the reasons just discussed. Yet the legal system has had difficulty settling on a consistent approach to child hot car deaths, with charges ranging from no criminal charges in some cases all the way up to felony involuntary manslaughter in others. In a 2019 New York Times article on whether the legal system should treat these tragedies as accidents or crimes, Amber Rollins of Kidsandcars.org—an organization that is devoted to keeping children and pets safe in and around motor vehicles and has analyzed more than eight hundred child hot car cases—stated flatly: “All in all, there is no rhyme or reason to how these cases are treated.”

Although there has been little systematic research on factors that influence the assignment of blame when parents forget a child in a hot car, a 2015 study provided some initial evidence in this regard. Male and female participants read a brief scenario that described an event similar to what happened with Kari Engholm: While driving to work on a hot summer day, a parent (either male or female) forgets to drop off their child at daycare. In the severe outcome condition, the child remains in the car for several hours and dies before being found. In the mild outcome condition, the child is found soon after being left in the car, is treated at a hospital for mild dehydration, and is released the same day. Participants then completed questionnaires that included assessments of blame and responsibility. Male participants assigned greater responsibility and blame to the parent than did females, regardless of whether the parent in the story was male or female. Participants of both genders assigned greater responsibility and blame when the outcome was severe than when it was mild. In light of these preliminary findings, we should expect that assignment of blame and responsibility in hot car deaths attributable to forgetting will vary depending on who is assigning the blame and the circumstances that impacted the outcome.

Wherever one comes down on the question of whether or to what extent parents are to be blamed in such cases, the good news is that approaching the problem as a reversible failure of prospective memory can lead to two potential solutions: create awareness that this type of catastrophic forgetting is possible, and find a way to provide external retrieval cues that mitigate its occurrence. Awareness is crucial because what makes this form of absent-minded forgetting truly perverse is that the very idea that one could possibly forget one’s own child in the back seat of a car is to most people preposterous, even though studies have shown that it is not. Websites that bring attention to the problem, such as Kidsandcars.org and the National Safety Council (www.nsc.org), do an excellent job of promoting awareness, as do media reports, which typically peak during the summer in response to new cases of hot car deaths. Many reports emphasize the value of parents putting a visual reminder in the front seat (such as a toy or doll) alerting them that a child is in the back seat. New products also provide useful reminders, such as the Elepho eClip, which attaches to a car seat and sends visual and auditory alerts to a smartphone to remind the driver that there is a baby in the car. Car manufacturers have begun to develop optional features as well, such as rear seat reminder systems. Even the traffic app Waze has a feature that can remind drivers to check the back seat upon reaching their destination. Eschewing a high-tech approach, in 2019 a nine-year-old girl invented a device that uses a stretchy cord and Velcro loops to attach car keys to a car seat, thus reminding the driver that a baby is on board.


Although not all reminder systems may be entirely foolproof, I am unaware of any cases of forgetting that have led to the death of a child in a hot car equipped with a reminder device, which raises an important question: Why isn’t potentially lifesaving reminder technology mandatory in every new vehicle? The reason cited by the Alliance of Automobile Manufacturers (AAM) in a May 2019 statement is that only 13 percent of new car buyers have children aged six or younger. That argument may not survive mounting pressure: the Hot Cars Act of 2019, introduced by Ohio congressman Tim Ryan, would make reminder technology mandatory in new vehicles, and the US Senate has drafted a similar companion bill. Because previous bills have faced stiff resistance from the AAM, it is perhaps not surprising that Ryan’s bill did not receive a vote in the 116th Congress, which ended on January 3, 2021; only time will tell whether these new proposals ever become law. But let’s hope we are on the road to reducing and perhaps eliminating absent-minded forgetting as a source of the devastating infant and child deaths that haunt the lives of Kari Engholm and too many other parents.

When the Mind Wanders

If you’ve been reading this chapter for more than a few minutes, it’s likely that there was a moment (maybe even a few) when you suddenly realized that you were no longer attending to the words on the page and had drifted away from the book—“zoning out” into an inner world of fantasies, plans, or memories. That’s no insult to me as a writer: laboratory studies have shown that when participants read various kinds of texts for more than a few minutes—even a literary masterpiece such as Tolstoy’s War and Peace—zoning out is a frequent occurrence. Nowadays, psychologists refer to such events as “mind wandering.”

When I wrote the first edition of The Seven Sins of Memory, mind wandering was barely a blip on psychologists’ radar screens. But that changed within a few years, largely due to the research and writing of the psychologists Jonathan Schooler and Jonathan Smallwood, who recognized that mind wandering occurs frequently, developed experimental paradigms to study it, and proposed theoretical models to explain it. As a result, mind wandering became, and still is, a hot topic in psychological research.

Mind wandering is related to the sin of absent-mindedness because it is often implicated in everyday cases of divided attention during the encoding stage of memory, such as those I discussed earlier in this chapter, which produce forgetting. If you are engaged in mind wandering while reading a book, you are not likely to remember much of what you’ve read, and once you catch yourself, you may decide that you need to go back and reread the pages for which you were “absent.”

One of the most important lines of recent research linking mind wandering with absent-minded forgetting has focused on educational settings, especially classroom and video lectures. College professors such as myself aren’t shocked to learn that students occasionally engage in mind wandering during our lectures, but I was surprised to learn how often it can happen. In a 2011 study of undergraduates, researchers probed students’ thoughts as they sat through three 50-minute psychology lectures: they sounded an alert five times during each lecture and asked students to record what they were thinking about at the moment when the alert sounded. On about one-third of these occasions, students recorded thoughts that were unrelated to the lecture. Perhaps most important, more frequent mind wandering was associated with poorer retention of lecture material as measured on an exam given several weeks later.

For any lecturer, it is disturbing to think that a substantial proportion of their audience is engaged in mind wandering rather than focusing on what they are saying. Perhaps the lecturer in this particular class was especially boring? Probably not. Similar results were obtained in a study of mind wandering while students watched video-recorded lectures by three different Yale professors in psychology, economics, and classics. There was an overall 43 percent incidence of mind wandering in response to visual probes during these lectures, and a substantial increase in mind wandering from the beginning of the lecture to the end. Moreover, greater increases in mind wandering across each lecture were linked with poorer retention of lecture material as measured on a test given shortly after the lecture. More recent research indicates that mind wandering during live lectures is relatively stable across time compared with video-recorded lectures, and that during live lectures, distraction from media multitasking, such as engaging with social media on smartphones and laptops, is even more damaging to retention than mind wandering. In fact, one study showed that people who reported frequently engaging in media multitasking in their daily lives were especially prone to attentional lapses during a laboratory memory task that resulted in retrieval failures.

Is there anything that can be done to reduce attentional lapses such as mind wandering during lectures and thus increase attention to and memory for lecture content? Several years ago, the Toronto psychologist Karl Szpunar, then a postdoctoral researcher in my laboratory, led a study in which we hypothesized that embedding brief quizzes in a video-recorded lecture would improve attention to the lecture, reduce mind wandering, and increase retention of lecture material. And that is exactly what we found. When watching a twenty-minute statistics lecture, students who received quizzes after each five-minute lecture segment engaged in mind wandering about half as often as students who either restudied the same material or did arithmetic problems after each lecture segment instead of receiving a quiz. The quizzed group, compared with the other two groups, also showed a significant increase in retention of lecture content on a test given to all students at the end of the lecture. A subsequent study from my lab showed that periodic quizzing also enhanced students’ ability to integrate information from different parts of a video-recorded lecture.

In 2001, I concluded this chapter by suggesting that “cognitive engineers” will lead efforts to combat absent-mindedness. I think the developments during the past twenty years are largely consistent with that suggestion. We’ve made progress in the urgent battle to reduce the extreme form of absent-minded forgetting that causes children to die in hot cars by generating retrieval cues that can remind parents of something they could never imagine forgetting. And the use of intermittent quizzing during lectures has been shown to be helpful in reducing the absent-minded forgetting that can result from mind wandering. Absent-mindedness remains a common and sometimes dangerous sin of memory, but thankfully there are simple ways to mitigate its influence.
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  The Sin of
 Blocking


“What’s the name of that stuff I wanted to tell your mother to use?”

“Wait a second. I know.”

“It’s on the tip of my tongue,” she said.

“Wait a second. I know.”

“You know the stuff I mean.”

“The sleep stuff or the indigestion?”

“It’s on the tip of my tongue.”

“Wait a second. Wait a second. I know.”


IN THIS EXCHANGE from Don DeLillo’s novel Underworld, Nick Shay and his wife, Marian, exemplify the sense of urgency associated with a familiar but frustrating experience: blocking on a bit of information that we know we know. Sometimes an episode of blocking is little more than a mildly irritating curiosity, as with Nick and Marian. But in other contexts, it can cause great anxiety. At an office party, for instance, you are conversing over a drink with your colleague Martin. A young woman you’ve worked with on numerous occasions, but haven’t seen for several months, approaches to join the conversation. You will be expected to introduce her to Martin, and ordinarily you would be delighted to do so. But even though you know exactly what position she holds, how long she has worked at the firm, and even what kind of food she likes, you shudder as you block on her name. You think it begins with a C or a K and contains several syllables; the name feels as if it is on the tip of your tongue. But no matter how hard you try, the entire name simply will not come to mind. Seeking to avoid embarrassment for all, you nimbly attempt to steer the interaction so that your two colleagues introduce themselves to each other rather than relying on you. “You two know each other, don’t you?” you ask innocently. You feel at once relieved and angry with yourself when Katrina extends her hand to Martin and introduces herself.

The sin of blocking involves a kind of forgetting that differs from absent-mindedness and transience. Unlike absent-minded memory failures, the recalcitrant name or word has been encoded and stored, and sometimes a retrieval cue is available that would ordinarily trigger recall. And unlike memory failures resulting from transience, the information has not faded from memory: it is lurking somewhere, seemingly poised to spring to mind with more prodding, but remains just out of reach when needed. Blocking is peculiarly vexing because at one and the same time, it seems perfectly clear that you should be able to produce the sought-after information in the face of irrefutable evidence that you cannot.

Name Blocking

Blocking can occur in diverse situations. Engaged in casual conversation, you block on a word in the middle of a sentence. Stage actors fear those relatively rare but embarrassing moments in a scene when they block on their lines. And students dread the awful realization that they have blocked on an exam answer they studied diligently and might even recall spontaneously after finishing the test. But blocking occurs most often with people’s names. In surveys that probe different types of memory failures in everyday life, blocking on the names of familiar people invariably emerges at or near the top of the list. Name blocking is especially troublesome for older adults: the single biggest complaint of cognitive difficulties by adults past age fifty—by far—involves problems retrieving the names of familiar people.

These sentiments are backed up by objective data. Twenty-year-olds, forty-year-olds, and seventy-year-olds kept diaries for a month in which they recorded spontaneously occurring retrieval blocks that were accompanied by the tip-of-the-tongue sensation. Blocking occurred occasionally for the names of objects (for example, algae) and abstract words (for example, idiomatic). In all three groups, however, blocking occurred most frequently for proper names, with more blocks for people than for other proper names such as countries or cities. Proper-name blocking occurred more often in the forty- and seventy-year-old groups than in the twenty-year-old group; blocking on the names of personal acquaintances occurred more frequently in the seventy-year-olds than in either of the other two groups.

Why do we block on the names of people? To begin to answer this question, consider what psychologists call the Baker/baker paradox. Two groups of experimental participants are shown, one at a time, pictures of unfamiliar male faces. The first group is given a name to associate with the face, whereas the second group is given an occupation. The trick is that the names and occupations are designated by the same words. For instance, the name group is told that the first person is called Baker and the second Potter, whereas the occupation group is told that the first person is a baker and the second is a potter. When later shown the face and asked to try to come up with the accompanying word, recall of occupations was higher than recall of names. This outcome defines the Baker/baker paradox: Why should recall of the same word differ as a function of whether it is treated as a proper name or an occupation?

Contemporary approaches to resolving the Baker/baker paradox begin with a variant of the observation made by John Stuart Mill over 175 years ago: “Proper names are not connotative: they denote individuals who are called by them: but they do not indicate or imply any attributes as belonging to those individuals.” In other words, when I tell you that my friend’s name is John Baker, I tell you little or nothing about him, beyond the fact that he has a relatively common Anglo-Saxon name. When I tell you that my friend is a baker, however, I tell you quite a bit about him: a general sense of how and where he spends his days, what kinds of materials he uses at work, and what kinds of products he creates. The occupation name baker calls up a wealth of associations and knowledge based on prior experience with bakers; the proper name Baker pretty much stands on its own. In the Baker/baker experiment, people can use preexisting associations and knowledge to more easily encode and remember the occupation name baker than the proper name Baker.

The idea that proper names tell us little about the characteristics of their bearers helps to explain why new names of people are difficult to learn and remember. This idea has also led to the proposal that blocking of familiar names occurs because proper names, relative to common names, are not as well integrated with related concepts, knowledge, and associations. Consider a neat experiment reported by the cognitive psychologists Serge Brédart and Tim Valentine. They showed people pictures of cartoon and comic-strip characters, some with descriptive names that highlight salient features of the character (Grumpy, Snow White, Scrooge) and others with arbitrary names (Aladdin, Mary Poppins, Pinocchio). Even though the two types of names were equally familiar to participants in the experiment, they blocked less often on the descriptive names than on the arbitrary names.

Although the names of people in modern Western cultures do not usually incorporate attributes of their bearers, names in other cultures do. For instance, members of the Yuman Indian tribes of Arizona are given names that uniquely capture some aspect of the time and place of their birth. In certain Greek villages, wealthy farmers bear surnames that signify important religious practices, members of the middle class have surnames generated from masculine first names, and poor shepherds bear surnames formed from absurd nicknames. In these and other cultures in which names reflect specific properties of individuals, blocking might be less problematic than in modern Western societies.

Theoretical models of memory for common and proper names can help us to appreciate more fully how blocking of proper names can result from tenuous links with conceptual knowledge. Most models distinguish between several kinds of knowledge that are required to produce a common name or a proper name. To begin, let’s consider three fundamental elements. One is a visual representation of what an object or a person looks like—the rectangular shape of a book, the sharp edge of a knife, or the bulging nose and thinning black hair of your colleague Martin. The visual representation for baker would consist of an amalgam of shapes, features, and textures from different bakers you’ve encountered. The visual representation for John Baker might include the angular shape of his face plus idiosyncratic features such as his horn-rimmed glasses, knotty gray beard, and so on.

The second element is a conceptual representation that specifies what functions an object performs, what tasks a person carries out, or other biographical facts about an individual. The conceptual representation for baker would include such information as “works in kitchen,” “bakes bread,” “gets up early,” and so forth. The conceptual representation for John Baker might include “attorney,” “neighborhood president,” and “good golfer.”

Third, a phonological representation specifies the constituent sounds, such as syllables, that comprise the name: ba and ker. Phonological representations are the same for Baker and baker.

If you saw John Baker and your brain activated only a visual representation of him, his face would seem familiar, but you would not know his name or anything about him. If your brain activated only the visual and conceptual representations, John Baker would seem familiar, and you would know he is the attorney from your neighborhood who enjoys golf, but you would block on his name.

Most models of name retrieval hold that activation of phonological representations occurs only after activation of conceptual and visual representations. This idea explains why people can often retrieve conceptual information about an object or person whom they cannot name, whereas the reverse does not occur. For example, diary studies indicate that people frequently recall a person’s occupation without remembering his name, but no instances have been documented in which a name is recalled without any conceptual knowledge about the person. In experiments in which people named pictures of famous individuals, participants who failed to retrieve the name “Charlton Heston” could often recall that he was an actor. But nobody who correctly named “Charlton Heston” failed to recall that he was an actor. Thus, when you block on the name John Baker, you might very well recall that he is an attorney who enjoys golf, but it is highly unlikely that you would recall Baker’s name and fail to recall any of his personal attributes.

If name retrieval occurs as the final stage in a multistep sequence, then it makes sense that we can block on the name of a familiar person about whom we know many things. But by itself, this framework does not help us to understand why people block more frequently on proper names than on common names. To understand this frustrating feature of memory, it is necessary to complicate the picture a little by adding another level of representation.

Language-processing models typically include a level of representation that intervenes between the conceptual and phonological levels, and that I refer to as the “lexical” level. Lexical representations specify how a word or name can be used in a larger linguistic utterance, such as a sentence. Critically, the links between the conceptual and lexical levels may differ in an important way for common and proper names.

Consider a model developed by the psychologists Deborah Burke and Donald MacKay, which consists of a network of interconnected representations that can excite or activate one another. As shown in Figure 3.1, for a common name such as baker, the visual representation is connected to each of the conceptual representations, such as “works in kitchen,” “bakes bread,” and “gets up early.” Each of these representations has a direct link with the lexical representation baker, which is in turn connected to the phonological representations (syllables). In Burke and MacKay’s scheme, this breakdown means that when we see a baker, the visual representation of baker becomes active, which in turn passes along excitation to the conceptual representations. Each of these conceptual representations becomes active, and the resulting excitation converges on the lexical representation for baker. And when that level becomes strongly activated, it excites the phonological representations. In turn, the word baker pops out.
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FIGURE 3.1 Deborah Burke and Donald MacKay have proposed a theory to explain why people block more often on proper names such as John Baker than common names such as baker. The figure presents a schematic version of the theory. The circles are nodes in a network that represent specific types of information. A visual representation of a person or an object is linked to conceptual representations that specify what a person or object does. For a common name, these conceptual representations converge directly on a lexical representation that allows access to the phonological representations (sounds) needed to retrieve the name. For a proper name, however, the conceptual representations converge on a “person identity node,” which is in turn connected to the lexical representations by a single link. According to Burke and MacKay, this single, fragile link between the person identity node and the lexical representation makes proper names more susceptible to disruption and blocking than common names.




 

For proper names, however, each of the individual conceptual representations converges on a single, special representation of a person’s identity—a “person identity node,” according to the psychologist Andrew Young. Thus, the conceptual representation “attorney” connects via a link to a person identity node for John Baker. Likewise, the conceptual representations “neighborhood president” and “good golfer” connect to that person identity node. In this way, all of the different things we know about John Baker converge to identify him.

The biggest difference between proper and common names occurs at the next level in the network: the person identity node for John Baker connects by a single link to the lexical level representations for John and Baker. This single link contrasts sharply with the arrangement for common names, where the conceptual representations all converge directly on the lexical representation, passing forward summed excitation that reliably activates it. Instead, the lexical representation that comprises the proper name receives weaker and more fragile excitation through a single link. This lack makes proper names much more vulnerable to retrieval blocks, even when visual and conceptual representations are strongly activated and we feel we know everything about the person except their name.

This model may also help to explain why blocking on the names of personal acquaintances seems to occur more frequently as people age. Because the link between conceptual and lexical representations is especially tenuous for proper names, it is more easily disrupted by factors such as general slowing of cognitive processing. Numerous studies have shown that cognitive processes slow down in older adults, perhaps because of reduced speed of neural transmission. According to Burke and MacKay’s model, the names most susceptible to retrieval blocking are familiar ones that have not been encountered recently. Encountering a person activates both the conceptual and lexical representations for that person and thus strengthens their interconnections. Conversely, when we do not see someone for a long period of time, the already fragile link between lexical and conceptual representations is weakened. Additionally, because older adults have lived longer than younger adults, they are more likely to know people whom they have not encountered for lengthy time intervals. And, indeed, a diary study conducted by Burke and MacKay revealed that participants most often experienced name blocking when they encountered familiar individuals whom they had not been in contact with for at least several months; this interval was considerably longer for older adults.

The Burke and MacKay model formalizes the idea that proper names are linked less directly to preexisting knowledge and associations than are common names. But there are probably other reasons why proper names are especially susceptible to retrieval blocks. With proper names, a single phonological representation—a person’s exact name—must be called up. But with common names, multiple phonological representations are often available. For example, synonyms can be used to refer to the same object: if you cannot come up with the word davenport when you are about to sit down on one, couch or sofa will do. Objects can also be described at multiple levels: you can refer to the moving object in front of you as an Accord, a Honda, or a sedan, not to mention car, automobile, or vehicle. These multiple labels give us flexibility in generating names, thus reducing the likelihood of blocking.

To examine whether the requirement to retrieve a specific label contributes to proper-name blocking, Serge Brédart asked people to name pictures of actors. Some were known both by their stage names and by the names of characters depicted in the photos, such as Harrison Ford/Indiana Jones and Sean Connery/James Bond. Others were known by their stage names but not by the names of the characters in the photos, such as Richard Gere/Zack Mayo and Julia Roberts/Vivian Ward. Participants could respond with either the actor’s stage name or the character’s name. Even though the actors in the two sets of photos were equally familiar to participants, there were fewer retrieval blocks for those actors who were also known by the names of their characters.

Such findings might have interesting cross-cultural implications. As noted earlier, in some societies personal names reflect specific features of their bearers. In others, individuals may be known by several different names. In some African tribes, the same person has a whistled name that is distinct from their drummed and spoken names, or may be called different names by different members of the family. It is not uncommon in some Indian tribes for an individual’s name to change at different stages of life. Brédart’s experiment suggests that name blocking could be less frequent in such societies than in our own.

Though blocking on names of familiar acquaintances is annoying and sometimes embarrassing, most people manage to retrieve the great majority of proper names they try to remember. Even those who are especially vulnerable to name blocking—older adults in their seventies, for example—report on average no more than two or three blocks per month for the names of personal acquaintances. But there is a small group of individuals for whom no cognitive task is more difficult than retrieving the name of a familiar person. For them, name blocking is as much a part of everyday life as a morning cup of coffee or an evening stroll.

The Man Who Couldn’t Name Anyone

In July 1988, a forty-one-year-old Italian man who worked in a hardware store injured his head during a riding accident. The man, known in the medical literature only by the initials LS, had sustained damage to parts of the frontal and temporal lobes in the left cerebral hemisphere. Fortunately, however, LS’s cognitive abilities were largely unaffected by the brain damage. He had no difficulty understanding language, could speak fluently and clearly, and scored perfectly on standard tests of language skills. Perception, memory, and general intelligence also were largely intact.

The accident had, however, caused a quite specific but debilitating problem: LS was virtually unable to produce proper names, even though he had no difficulty producing common names. When he encountered familiar people, LS recognized them easily but could not retrieve their names. Laboratory testing revealed that the deficit was remarkably clear-cut. When shown fifty common objects, he came up with the names for all of them. But when shown photos of twenty-five famous people whom others could name effortlessly, he could produce the names of only two. The names had not disappeared from his memory, however. When LS was shown a picture of a famous person and was asked to select the correct name from several choices, he had no difficulty doing so. And he was perfectly able to pronounce the names that he could not retrieve: when an examiner said a name aloud, LS could repeat it back immediately. But try as he might, LS could rarely generate names when he was shown faces or was given detailed descriptions of people.

These retrieval difficulties were also evident with other types of proper names. For instance, LS could not retrieve the names of cities or countries when the examiner pointed to a spot on a blank atlas or read a description of a particular place. However, LS was able to retrieve a good deal of conceptual knowledge related to the people and places he could not name. He stated correctly, for example, that a face he failed to name was that of the prime minister, and on a blank atlas he could point correctly to the cities and countries whose names he could not produce. It was as if he was living in a perpetual tip-of-the-tongue state, at least as far as familiar people and places were concerned.

LS was one of the first brain-damaged patients ever described with problems restricted to retrieving proper names—a condition now referred to as “proper-name anomia.” Since his case was published in 1989, additional reports of patients characterized by similar difficulties have accumulated steadily. Some of these patients, like LS, have problems retrieving both person and place-names. Other patients have problems exclusively with retrieving the names of people. Looking at all the cases together, the psychologists Richard Hanley and Janice Kay concluded that impairments in retrieving the names of places are seen only in those patients with the most serious problems retrieving the names of people. Patients with milder difficulties retrieving person names tend not to have difficulties retrieving the names of places, thus suggesting that retrieving the names of places is not as hard as retrieving the names of people. This idea fits well with evidence from healthy individuals indicating that more retrieval blocks occur for the names of people than places.

Patients with proper-name anomia are especially striking because of how much they may know about the people and places they cannot name. One patient could retrieve the names of only two of forty famous people (compared to twenty-five of forty for healthy controls), yet she could still recall correctly occupations for thirty-two of those people—the same number as healthy people. When shown pictures of celebrities with famous spouses, the patient could hardly name any of the celebrities or their spouses. But she could describe the occupations and other characteristics of the famous spouses in just as much detail as the control subjects.

In cases of proper-name anomia, then, the connection between conceptual information about a person and the phonological code needed to pronounce a proper name—which depends on a single fragile link even in an uninjured brain—is severed. This disruption still leaves the patient able to recognize faces as familiar, identify people on the basis of conceptual knowledge, match names and faces easily, repeat names without error, and produce the names of common objects that have more robust connections to conceptual information. Yet such patients are almost totally hapless when they must produce a name themselves.

These observations suggest that understanding the neural location of damage in proper-name anomia should illuminate what parts of the brain allow retrieval of proper names from conceptual information. In all reported cases of proper-name anomia, the left cerebral hemisphere was damaged. Although the exact location within the left hemisphere varies from patient to patient, proper-name anomia is sometimes associated with damage to a region in the front of the left temporal lobe known as the temporal pole. The neuroscientists Hanna and Antonio Damasio reported that in a group of over one hundred neurological patients who had each suffered a single lesion, injury to the left temporal pole tended to result in proper-name retrieval deficits. Their observations are supported by a case study in which surgeons removed the left temporal pole (but no other parts of the brain) from a forty-seven-year-old carpenter to provide relief from epilepsy. The man developed a severe case of proper-name anomia but was otherwise largely free of cognitive problems. However, damage to the left temporal pole doesn’t always lead to name-retrieval problems, and some cases of proper-name anomia are linked with damage to other regions in the left temporal lobe or elsewhere in the left hemisphere.

Neuroimaging studies of healthy volunteers provide further evidence: in experiments using PET scans, activation of several regions within the left temporal lobe, including the temporal pole, was observed when people retrieved proper names. Retrieval of common names, though activating some of the same left temporal areas, tended to produce elevated activity farther back in the temporal lobe. Other parts of the brain outside the temporal pole are, no doubt, also involved in retrieving proper names. But the left temporal pole appears to play a role in allowing people—most of the time—to make the fragile link between a person’s characteristics and the arbitrary label by which they are known to others.

On the Tip of the Tongue

The town of Greenwich, England, a neighbor of London located on the prime meridian, is best known for serving as the world’s official timekeeper. But in the late 1990s, the area near Greenwich also became known as the construction site for the vast and expensive Millennium Dome, which would become one of the largest sports and entertainment complexes in Europe. Deputy Prime Minister John Prescott could not have been too surprised, then, when at a January 1998 London youth conference he was asked to justify the massive and ever-increasing cost of the Dome before several thousand teenage attendees. “The money came from the . . . you know . . . what do they call it,” stammered the flustered Prescott. He had blocked on the name of the national lottery, finally blurting out in desperation, “The raffles.” In response to laughter and jeers from the audience, Prescott tried to show that he knew something about the word he could not produce: “I don’t do it myself,” Prescott offered weakly. The conference chair leaned over and whispered discreetly, “The lottery,” but by then it was too late to cover up the retrieval failure or to avoid the indignity of an article describing Prescott’s gaffe in the next day’s Times.

As the deputy prime minister learned in an unusually public manner, proper names are not the only items that sometimes get stuck on the tips of our tongues. The description offered in 1966 by the Harvard psychologists Roger Brown and David McNeill, who reported the first investigation of the tip-of-the-tongue (TOT) state and vividly depicted its emergence in an experimental participant, would no doubt have resonated with Prescott. “The signs of it were unmistakable,” observed Brown and McNeill. “He would appear to be in mild torment, something like on the brink of a sneeze, and if he found the word his relief was considerable.” Evidence from diaries of TOT experiences suggests that college students experience roughly one or two TOTs each week, compared to about two to four TOTs per week in elderly adults, with middle-aged adults somewhere in between. Though TOTs happen most often for names of people, they also occur for other proper names, including places, titles of books and movies, and names of familiar tunes, as well as for common words.

The feeling that a blocked word or name is on the tip of the tongue appears to be a near-universal experience. The cognitive psychologist Bennett Schwartz surveyed speakers of fifty-one different languages and found that forty-five of them contain expressions using “the tongue” to describe situations in which a blocked item feels as though it is on the verge of recovery. The most frequently used expressions across languages are the near-literal equivalent of “on the tip of the tongue,” such as “sulla punta della lingua” in Italian and “op die punt van my tong” in Afrikaans. Other close variants include the Estonian “keele otsa peal,” or “at the head of the tongue,” and the Cheyenne “navonotootse’a,” or “I have lost it on my tongue.” The most poetic is the Korean “Hyeu kkedu-te mam-dol-da,” which translates as “sparkling at the end of my tongue.” The only six languages in Schwartz’s survey that do not use a “tongue” or similar expression are Icelandic, Amharic, two sub-Saharan African languages, Indonesian, and American Sign Language.

Why is the tip-of-the-tongue expression (or other close variants) used so widely? Probably because of the sense of imminence captured by Brown and McNeill—the unmistakable sensation of being “on the brink of a sneeze”—and the simultaneous sense that one knows a good deal about the blocked word. As we saw earlier with name blocking, people often know the occupation and other characteristics of people whose names remain perched on the tips of their tongues, and the same holds for other kinds of blocked words. For example, Brown and McNeill and many others since have induced TOT experiences by giving people word definitions. Below are ten such definitions from an experimental study; try to produce the target word for each definition. (The answers are listed in the preceding note.) When you cannot generate the word, note whether or not it feels as if it is on the tip of your tongue.


	metal or metal-tipped spear used in contests of distance throwing


	yarn-dyed cotton fabric woven in stripes, checks, plaids, or solid colors

 	mild or hot, red condiment often used on deviled eggs



	inscription on a tomb


	incombustible, chemical-resistant material used for fireproofing


	navigational instrument used for measuring the angular elevation of the sun or a star above the horizon


	tough, elastic tissue forming part of the skeleton


	heavy, broad-bladed knife or hatchet used especially by butchers


	essential living matter of all plant and animal cells


	crystalline sugar occurring naturally in fruits, honey, etc.




Now ask yourself the following questions about each of the words that you failed to generate: What is the first letter of the word? What other letters do you think you know? How many syllables does the word have? Do any words related to the blocked target come to mind, even though you are pretty sure that these are not the target words?


Beginning with Brown and McNeill, researchers have found that people in a TOT state often know the first letter of the blocked word, less frequently know the final letter, and even less often know the middle letters. Information about the number of syllables in the word is usually available, too. People are generally more accurate in providing letters from a blocked word, and the number of syllables in it, when they are in a TOT state than when they are not. Chances are that if you experienced a TOT for any of the preceding ten items, you knew at least the first letter or the number of syllables in the word.

This kind of partial retrieval is exploited as a gag in the screwball comedy play The Mystery of Irma Vep, in which an ancient Egyptian princess is brought back to life by an eccentric archaeologist. The awakened princess excitedly calls out, “Cairo! Cairo!” But rather than referring to the capital city, she is desperately trying to resolve a TOT state brought on by her sudden need for treatment of back pain resulting from 3,500 years of mummification. The audience understands when she triumphantly finds the final two syllables: “Practor!”

When experiencing a TOT, people not only retrieve a blocked word’s sound and meaning; they also know some of its grammatical properties. This phenomenon has been shown most clearly in studies of Italian speakers in TOT states. All Italian nouns are marked as either masculine or feminine. A noun’s gender has important grammatical (syntactic) implications: it determines what articles are used and also the form of adjectives. But the gender of a noun has no relation to its meaning: sasso and pietra both mean stone, but the former is masculine and the latter is feminine. There are also nouns in which gender is unrelated to sound. Nonetheless, several studies have shown that when experiencing a TOT, Italian speakers can indicate with greater than chance accuracy whether the blocked word is masculine or feminine—they can retrieve abstract lexical information that is stored independently of sound and meaning. Just as studies of proper-name TOTs show that people can produce virtually everything they know about a person except their name, studies of common-name TOTs show that people can produce nearly everything they know about an item except its label.

During TOT states, people frequently come up with words that are related in sound or meaning to the sought-after item. If you blocked on any of the ten test items, you might have thought of a word that was similar to the one you were seeking, even though you were sure it was not the blocked target. Deputy Prime Minister Prescott came up with “raffles” when he wanted “lottery,” and he knew that the blocked word referred to an activity in which he did not engage. Something similar happened when experimenters induced TOT states by playing subjects theme songs from 1950s and 1960s television shows and asking for the names of the shows. People who were blocked on The Munsters sometimes came up with The Addams Family,” and some of those who were blocked on Leave It to Beaver thought of Dennis the Menace.

Some researchers have gone as far as to suggest that the related but incorrect words that come to mind during a TOT state cause blocking of the sought-after target. In a diary study in which more than forty people recorded TOTs in their everyday lives for four weeks, well over half of the TOTs involved the recurrent retrieval of a word that was related in sound or meaning to the blocked target. Eventually, the blocked words were retrieved. The diarists judged that they had encountered the recurrent interlopers more frequently or recently than the blocked targets. These observations led the authors to suggest that the related words served to suppress or inhibit retrieval of the target. Recent or frequent exposure to these unwanted items had rendered them so easy to retrieve that they dominated conscious awareness and crowded out target words that would ordinarily have come to mind.

Invoking the story of Cinderella and her hideous stepsisters who tried unjustly to insinuate themselves into the prince’s good graces as rightful owners of a lost slipper, the British psychologist James Reason called the unwanted but intrusive words that block a sought-after target “ugly sisters.” Through their close relation to the target, ugly sisters may attract undue attention and interfere with retrieval of the sought-after item. Experimental studies published in the late 1980s appeared to provide strong evidence that ugly sisters are indeed the main culprits in instigating TOT states. When experimenters explicitly provided words that were similar in sound to the target, people experienced more TOTs than when they presented words that did not sound like the target. Thus, TOTs occurred more frequently when the target word alchemy was cued with the definition “medieval forerunner of chemistry” plus the ugly sister axial, than when the target word incubate was cued with the definition “to keep eggs warm until hatching” plus the unrelated word simulation.

However, the ugly sisters hypothesis has since fallen on hard times. Studies using additional control conditions that were omitted from the prior experiments have undermined the idea that ugly sisters cause TOT blocks. In these more tightly controlled studies, providing similar-sounding ugly sisters had no effect on the incidence of TOTs. Another study compared the frequency of TOTs for words that sound like many other words and those that sound like few other words. For example, words such as pawn and cold sound like many other words: they have lots of “phonological neighbors.” In contrast, public and syntax sound like few other words: they have few phonological neighbors. If ugly sisters that sound like blocked words cause TOTs, then there should be more TOTs for words with many phonological neighbors than for words with only a few. But the experiments showed the exact opposite. They also revealed that irrespective of phonological similarity, there were more TOTs for infrequently used words (pawn, syntax) than for frequently used words (cold, public).

Although these results are bad news for the ugly sisters hypothesis, they support the Burke and MacKay model I described earlier in relation to name blocking. In that model, blocking and TOTs occur when phonological representations activate only partially because of a weakened connection to lexical representations. It follows, then, that factors that contribute to weak activation of phonological representations should raise the incidence of TOTs. This idea fits nicely with the finding that TOTs tend to occur for infrequently used words: failure to use such words on a regular basis may weaken the connections between phonological and lexical representations. The idea is also consistent with results showing that name blocking occurs most often for names of people who have not been encountered recently. It also suggests that the incidence of TOTs should be reduced by exposing people to target words on which they are likely to block just before asking them to produce the items in response to definitions. Burke and her colleagues have reported experiments that yielded precisely this result.

Recall also that names are highly susceptible to blocking and TOTs because they are isolated from conceptual knowledge. Data showing that TOTs are especially likely to occur for words with few phonological neighbors provide additional evidence that isolated knowledge is especially vulnerable to blocking.

If ugly sisters aren’t the main cause of TOTs, do they play any role at all? Yes. Burke and MacKay suggest that ugly sisters may help to prolong TOT states. Although the initial block may be caused by weak activation of an infrequently used phonological node, when similar-sounding words do come to mind, they may get us off track and thereby delay resolution of the TOT state. Unfortunately, we often tend to embrace the ugly sisters because they provide a comforting feeling of being “close” to the target and thus reassure us that we are about to resolve the TOT. So we may continually repeat the ugly sisters to ourselves in order to bring forth the blocked target, even though such a strategy may, paradoxically, prolong the TOT.

The idea that ugly sisters are a consequence—not the initial cause—of TOT states also helps us to make sense of results concerning aging and TOTs. We’ve already seen that older adults are more prone to TOTs for both proper and common names than are younger adults. But several studies have also shown that older adults produce fewer ugly sisters than do younger adults. If ugly sisters were the cause of TOTs, the opposite should have been observed. Further, the same studies have shown that when experiencing a TOT, older adults are able to call up less partial information about a word—first letter, number of syllables, and so on—than young people. Older adults tend to describe their TOTs as “drawing a blank,” whereas young people often generate a flurry of partial information and ugly sisters.

Partial information about a word can help to resolve TOTs by providing cues that eventually trigger recall of the entire word. And even though ugly sisters may prolong TOTs by sidetracking the search, some words that sound like the target can help to resolve TOTs in the same manner as partial information—by providing cues that elicit the correct target. Burke and MacKay describe a person who blocked on the name of the California city Ojai (pronounced “oh-hi”) and muttered in frustration, “Oh hell.” This similar-sounding expression immediately triggered recall of the word. It did not play the role of an ugly sister and sidetrack resolution of the TOT because “Oh hell” was not part of the search domain (California cities) on which the individual was focused. So, though young people may be more likely than older adults to get caught up in some lengthy TOTs because of distracting ugly sisters, they are also more likely to resolve quickly other TOTs because they generate potential cues—partial information and similar sounds—rather than merely “drawing a blank.”

Perhaps because ugly sisters can lengthen TOTs when they shift our attention away from the correct target, people sometimes advise one another to turn to something else, hoping that the blocked target will spontaneously spring to mind once attention has been removed from the ugly sister. An acquaintance’s mother, for instance, advised her daughter to think of chocolate cake when she became blocked on a word. And, indeed, diary studies indicate that approximately one-third to one-half of TOTs are resolved when target words suddenly “pop up,” seemingly out of nowhere. Other TOTs are resolved either by conscious use of cueing strategies—searching through the alphabet or generating similar-sounding words—or by consulting external sources such as a dictionary or an encyclopedia.

Resolution of TOTs by unexpected “pop-ups” of the target may occur because the influence of ugly sisters has dissipated over time. Pop-ups might also reflect the outcome of “incubation” processes that operate outside of awareness: perhaps the mind continues to work on “solving” the retrieval block even when conscious attention is shifted elsewhere. However, there’s little evidence for this idea, and I suspect that many seemingly spontaneous pop-ups result from the operation of cues that we fail to notice, yet that nonetheless remind us of the target. A person who had blocked on the name of Al Capp’s heroine went for a bike ride several days later. He thought to himself how wonderful it was to ride during “days in May” and then suddenly recalled the blocked name: Daisy Mae. In the excitement of resolving a TOT, it would be easy to overlook or forget the cue that triggered recovery, thus producing inflated estimates of how often “spontaneous” pop-ups occur. Indeed, in laboratory studies in which people are asked to think aloud while they try to resolve retrieval blocks, almost all resolutions occur through deliberate self-cueing strategies; hardly any spontaneous pop-ups are observed. This result may be because in the laboratory setting, where people are fully focused on their own cognitive processes, they are highly likely to notice subtle cues that trigger recall.

Findings and ideas concerning the resolution of TOTs have implications for attempts to combat blocking when it occurs in everyday life. Many TOTs resolve within a minute or so of onset. In some situations, then, simply waiting out the block, perhaps with an appeal (in appropriately aged individuals) to the tribulations of a “senior moment,” may be the most painless solution. Even if the TOT does not resolve immediately, it is probably best not to give up too quickly: studies have shown that the more time people spend trying to retrieve a blocked name, the more likely they are to come up with it.

But what about those social situations like the one I sketched at the beginning of this chapter, in which you have blocked on the name of a very familiar person, are embarrassed to show it, and desperately wish to come up with the name quickly? If you don’t spontaneously recall partial phonological information—the first letter or the number of syllables—it may be helpful to run through the alphabet. Studies have shown that when people view a famous face and block on the person’s name, providing the name’s initial letters is a more effective aid than giving semantic information about the person’s occupation. If you are already able to retrieve the initial letters of the name, try using that information to recall previous situations in which you have encountered that person and uttered their name. Avoiding the false lure of ugly sisters may aid resolution, too. Ugly sisters probably contain some sounds that are similar to the target and thus can be used as a cue to trigger recall, but endlessly repeating a word or name that you know is incorrect because it makes you feel close to the target will likely prolong the agony.

For the names of people, it is also possible to adopt a proactive stance. Guided by the idea that proper names are difficult to retrieve because they are isolated from conceptual knowledge, you might find it worthwhile to review systematically the names of personal acquaintances—especially people you see infrequently or sporadically—in a way that makes them more meaningful. For example, knowing that your tax accountant’s name is Bill Collins doesn’t tell you anything meaningful about him, and because you tend to see him only once or twice a year—usually in the early spring—he is a good candidate for blocking. However, you can elaborate on the name in a way that makes it meaningful: imagine a dollar bill being snatched from your accountant’s pocket by a playful collie. This kind of encoding technique has been used effectively in teaching people entirely novel names. It should also be helpful in “reencoding” familiar names because it helps to strengthen the otherwise fragile link between conceptual and phonological information that renders proper names so susceptible to blocking. Making proactive encoding efforts for names that have proven troublesome in the past or that are likely candidates for a TOT experience (individuals not encountered recently or frequently) should reduce the chances of blocking on those names again.

Repression Revisited

In March 1998, a twenty-year-old woman named Cynthia Anthony pleaded not guilty in a Toronto court to the murder of her twenty-three-day-old baby. A March 19 Toronto Sun headline trumpeted the basis for her defense: “Mom: I Blocked Memory of Fall.” Anthony claimed that she had tripped over a cable TV cord and dropped the baby on hard ceramic tile. But she had made no mention of this accident when questioned by police shortly after the baby’s death. At the trial, Anthony explained that she had been “in shock” as a result of the horrific incident and had “blocked it” from her memory. She explained to the jury that she had recovered the memory only months later when she was looking at photographs of the baby. The next day, a psychiatrist testified in support of her story. “Memory Block Possible—Doctor,” declared the Sun. “The enormity of the tragedy she suffered may render her more vulnerable to amnesia,” affirmed Dr. Graham Glancy.

It is one thing to block on the name of a person not encountered recently or on an infrequently used word, but quite another to block on an emotionally traumatic event that happened just minutes or hours earlier. Does blocking occur for episodic memories of personal experiences—even traumatic ones?

Several lines of evidence suggest that blocking for personal experiences can occur under specific conditions and within certain limits. The kind of amnesia claimed by Cynthia Anthony—selectively and completely forgetting a trauma only minutes, hours, or days later—is not infrequently reported but rarely happens without physical insult to the brain. Quite to the contrary, as I elaborate in Chapter 7, recent traumas are usually remembered vividly and persistently. Head injury, alcohol, drugs, or loss of consciousness is usually involved whenever people fail to recall a trauma that has just occurred. And in these instances, blocking is probably not responsible for amnesia: it is more likely that the memory was never encoded or stored properly to begin with. Nonetheless, Anthony’s blocking defense convinced the Toronto jury: they acquitted her of second-degree murder.

Stronger evidence for blocking of episodic memories comes from rather more mundane laboratory studies that involve nontraumatic, emotionally neutral experiences. Consider the following experiment. I show you a list of words drawn from categories such as fruits or birds: apple, canary, robin, pear, crow, banana, and so forth. On a subsequent memory test, I provide some words from the list, such as pear and canary, and ask for recall of the other words. Do you think that providing pear and canary will increase recall of the other words, compared to a test in which I do not provide any words from the study list? Intuitively, the answer to this question would seem to be a clear “yes”—giving some words from the study list should serve as reminders for the others. Surprisingly, however, experiments have shown the exact opposite. The words that are provided as test cues seem to behave like the “ugly sisters” that pop up during TOT states, serving to sidetrack memory search and thus to block or inhibit access to other studied words.

Experiments have also revealed that the act of retrieving information from memory can inhibit subsequent recall of related information. Imagine that after studying word pairs such as red/blood and food/radish, you are given red as a cue and recall that blood went with it. This act of recall strengthens your memory of the two words appearing together, so that next time you are given red, it will be easier for you to recall blood. Remarkably, however, recalling that blood went with red will also make it more difficult later to recall radish when given food! When practicing red/blood, it is necessary to suppress retrieval of recently encountered “red things” other than blood, so that your mind is not cluttered with irrelevancies that could interfere with recall of the word you seek. But there is a cost to suppressing retrieval of unwanted items such as radish: they are less accessible for future recall, even to a cue ( food  ) that would seem to have nothing to do with “redness.”

Is this kind of retrieval-induced inhibition an isolated curiosity, observed only in studies of word-list recall, or does it happen regularly? When you review photographs from a European vacation and a snapshot of Westminster Abbey reminds you of its stained-glass windows, will this recollection make it more difficult to recall the windows of Notre-Dame? Evidence from experiments conducted by the psychologist Wilma Koutstaal in my laboratory suggests that it might. Participants carried out simple activities, such as pounding a nail into a block of wood or pointing to Australia on a globe. Then they saw photographs of some of these actions, which increased recall of the reviewed activities on a later test. More interestingly, reviewing these same photos lowered later recall of activities that were not shown in photographs (compared to a condition in which no photographs were reviewed).

Something similar can happen in a context with important legal ramifications: eyewitness recall. Eyewitnesses are typically questioned selectively about specific aspects of an event. Could repeated retrieval of these incidents in response to questions make it more difficult to recall aspects of the experience about which no questions are asked? This outcome would be a highly undesirable side effect of questioning, because investigators might later need to revisit parts of an event that they did not probe initially.

In a laboratory analogue of an eyewitness situation, people saw color slides of a crime scene—a student’s room where a theft had occurred. The experimenters then questioned them selectively about certain categories of objects in the scene. For example, they asked about some of the college sweatshirts that were visible in the room, but not about other sweatshirts. No questions were asked about other categories of objects in the room, such as textbooks. Compared to memory for the textbooks, subsequent recall improved for the sweatshirts that the experimenters asked about, but declined for the sweatshirts that they did not ask about. Access to nonretrieved items from reviewed categories seemed to be blocked by successful recall of items from the same category.

The psychologist Michael Anderson has theorized that whenever we selectively retrieve some memories in response to a particular cue but not others, inhibition of the nonretrieved information occurs. If you spend an enjoyable evening reminiscing about college days with an old roommate, other experiences that you shared together but did not discuss may become inhibited as a result of being suppressed during retrieval of the experiences that you did discuss.


Anderson further suggests that this idea might shed some light on the controversial phenomena of forgetting and recovery of childhood sexual abuse. The 1990s were marred by a heated and often ugly debate concerning the accuracy of traumatic memories that had seemingly been forgotten for years or decades, only to be recovered in psychotherapy or in response to some triggering incident. Early discussions were divided sharply, with one side arguing that virtually all such memories are accurate and the other that virtually all are false. Although the bitter division has persisted, some discussions have contended that both accurate and false recovered memories of childhood traumas exist, and have attempted to characterize the mechanisms responsible for each. I consider false memories of childhood when I discuss suggestibility in Chapter 5.

Studies of people who say that they were sexually abused as children suggest, somewhat surprisingly, that reports of temporary forgetting of the abuse are more common when the abuser is a family member than a nonfamily member. Why? Anderson suggests one possible interpretation. When a parent or other trusted caregiver perpetrates abuse, a child is still emotionally and physically dependent on that person, and thus still needs to maintain a functional relationship with the abuser. Memories of the abuse may undermine this objective by creating anxiety and distrust, whereas recalling more positive experiences with the caregiver could facilitate an adaptive relationship. Thus, Anderson suggests, the child needs selectively to retrieve nontraumatic, rather than traumatic, experiences associated with the caregiver. This type of situation may promote retrieval-induced inhibition—when we need to retrieve some selective memories in response to a particular cue (in this case, the family member) but not others. It remains to be determined whether this type of blocking plays a role in genuine instances of forgetting and recovery of trauma perpetrated by a family member, but the hypothesis is plausible and worth examining empirically.

Not all instances of forgetting childhood abuse involve family members, however. For example, the University of Pittsburgh psychologist Jonathan Schooler carefully documented a case in which a thirty-year-old man referred to by the initials JR became agitated while watching a movie in which the main character struggled with recollections of sexual molestation. Later that evening, JR was overwhelmed by a sudden and vivid recollection that a parish priest had sexually abused him on a camping trip when he was twelve years old. As far as Schooler could determine, JR had not thought about this incident for many years. “If you had done a survey of people walking into the movie theater when I saw the movie,” JR reflected, “asking people about child and sexual abuse, ‘Have you ever been, or do you know anybody who has ever been,’ I would have absolutely, flatly, unhesitatingly, said no!” This incident occurred in 1986, well before the eruption of the recovered memories controversy in the early 1990s: “I was stunned, I was somewhat confused, you know. The memory was very vivid and yet . . . I didn’t know one word about repressed memory.”

Why had JR forgotten about the abuse for so long? Transience no doubt played some role—the memory may have weakened over time—but the reported vividness of JR’s recollection suggests that transience is not the entire story. The incident may have become blocked or inhibited through a process known as “directed forgetting.” Experiments have shown that when people are instructed to forget about a list of words they have just studied, they later recall fewer of those words on a surprise memory test compared with words they had been instructed to remember. The UCLA psychologist Robert Bjork and his colleagues have argued persuasively that such directed-forgetting effects are sometimes attributable to the form of blocking known as retrieval inhibition. Such inhibition can be “released” when we encounter sufficiently powerful cues that lead us to reexperience an event in the way that we did initially. Perhaps JR consciously attempted to avoid retrieving memories of his encounter with the priest, and thus, over a long period of time, successfully inhibited access to them. The potent triggers contained in the movie may have elicited emotions like those JR felt during the initial experience, allowing him to overcome the inhibition.

Concepts such as “retrieval inhibition” inevitably call to mind the Freudian notion of repression. Is retrieval inhibition simply code for Freud’s old idea, which has been maligned because it lacks experimental support? Not really. Freud’s concept of repression entails a psychological defense mechanism that is inextricably bound up with attempts to exclude emotionally threatening material from conscious awareness. But in modern discussions by such theorists as Bjork and Anderson, retrieval inhibition is a far more ubiquitous construct that applies to both emotional and nonemotional experiences.

Nonetheless, there are some interesting intersections between the modern notion of retrieval inhibition and the Freudian concept of repression that have implications for blocking. For example, the clinical psychologists Lynn Myers and Chris Brewin examined the operation of retrieval inhibition in a group of people known as “repressors.” Repressors tend to report low levels of anxiety and stress even when physiological measures indicate strong emotional reactions to a person or situation—a beet-red face, for instance, accompanied by denial of any embarrassment. Repressors are the kinds of people whom others would likely label “defensive.” Several studies have shown that repressors tend to recall fewer negative events from their lives than do nonrepressors.

Myers and Brewin used a directed-forgetting procedure in which participants studied pleasant or unpleasant words and were then given directed-forgetting instructions. Repressors were more adept than nonrepressors at using retrieval inhibition to block recall of recently studied unpleasant words, even though there were no differences between the two groups in blocking recall of pleasant words.

How far can repressors go in using retrieval inhibition to block memories of unpleasant events? Could they forget a recent trauma, as in the Toronto murder case of Cynthia Anthony, or even block out larger chunks of their lives? We do not yet know the answers to these questions. We do know, however, that retrieval inhibition on a large scale can occur in cases of “psychogenic” amnesia, where patients block out large parts of their personal pasts after various kinds of psychological stresses. Such patients usually retain the ability to form and retrieve new memories but can remember little about their autobiographies—including their personal identities—prior to the onset of amnesia. For the most part, such patients have been relegated to the realm of psychiatric disturbances. Studies using neuroimaging techniques provide a glimpse into the neural mechanisms that are involved in blocking episodic memories. In one German case, a patient referred to by the initials NN unexpectedly disappeared from home, turning up days later in a city hundreds of miles away, unaware of his personal identity and unable to recall almost anything about his past experiences. He eventually landed in a hospital, and his family was tracked down. NN had been suffering from various stresses in his daily life prior to his disappearance, but there was no sign of overt brain damage. The patient underwent PET scans while he listened to descriptions of events from various points in his past. When healthy people carried out a similar task involving recollection of emotionally salient past experiences, the scans revealed increased activity in parts of the right cerebral hemisphere, especially toward the back part of the frontal lobe and front parts of the temporal lobe. But NN showed no activation in these regions, and instead activated a much smaller part of frontal and temporal regions within his left hemisphere.

These observations are particularly intriguing because other studies have revealed that neurological patients who cannot recollect large parts of their personal pasts, even though they can form new memories, have frequently sustained damage to the back of the right frontal lobe and to the front of the right temporal lobe.

A PET scan study of a striking neurological patient provides further clues. Patient PN suffered a cerebral hemorrhage while in his forties that damaged his left frontal lobe. He had also recently suffered several personal setbacks, including divorce, job difficulties, and personal bankruptcy. Perhaps as a result of both the neurological damage and psychiatric complications from his recent troubles, PN developed amnesia for the nineteen years prior to his hemorrhage. He underwent PET scans while looking at family photographs that had been taken during the nineteen years that he could not remember, or while looking at family photographs taken before or after that time (which he had no difficulty remembering). When looking at photographs taken during the nineteen-year amnesic gap, PN showed less activity in a part of the right frontal lobe than when he was looking at photographs taken before or after that period. The right frontal region that showed reduced activity was quite close to a similar region that failed to show activation in patient NN but that is active under similar conditions in healthy people.

An additional finding is especially intriguing. When looking at photographs from the nineteen years he could not remember, PN showed increased activity in a region near the back center of the brain—the precuneus—that frequently activates when healthy people recall past experiences. The researchers suggested that this activity might signal the earliest stages of the retrieval process beginning to go forward. To continue to develop the search, and ultimately recollect the event shown in the photo, the frontal lobe system that directs and controls the retrieval process must kick in. But at this point during PN’s attempt to retrieve experiences from the nineteen-year gap, the frontal control system seemed to shut down, thus leaving him unable to recollect anything.

Why would the frontal system shut down only for those experiences in the nineteen-year gap? The system itself was not dysfunctional, because it activated when PN tried to remember experiences before or after the amnesic period. But the gap contained the key adverse events in PN’s life, raising the possibility that the negative emotion brought on as PN began to retrieve those negative autobiographical events (the early-stage retrieval indicated by the precuneus activation) led to or allowed the shutdown of the frontal system.

Could this interplay between the precuneus and the frontal system represent the neural signature of a type of blocking that resembles Freud’s dynamically inspired concept of repression? Might those individuals characterized as repressors show a similar pattern of greater activity in the precuneus and reduced activity in the frontal control system when they are asked about negative events from their past?

Neuroimaging research holds out the tantalizing possibility of allowing us to reconceptualize, and perhaps explain, these rare but fascinating cases. Neuroimaging studies might even help physicians treat patients who present with extensive amnesia in the absence of detectable brain damage. Clinicians often suspect that such patients are faking amnesia in order to avoid legal or other personal difficulties. But there are no tests that reliably distinguish between genuine and feigned amnesia. If neuroimaging studies turn up reliable brain signatures of memory blocking that are different from those that accompany attempts to fake memory loss, this could provide an important clue to clinicians who need to formulate a plan for managing amnesia patients. Though we are still a long way from understanding the vicissitudes of blocking, imaging studies provide a real chance for illuminating even this most vexing of memory’s sins.

 


  The Update


Oops!

On November 9, 2011, eight candidates for the Republican presidential nomination gathered to debate at Oakland University in Rochester, Michigan. Pundits expressed differing views about who won the debate, but there was no doubt about the biggest loser: Texas governor Rick Perry. Blustering that “it’s three agencies of government when I get there that are gone,” Perry quickly named the Departments of Commerce and Education before stumbling badly when he tried to recall the third, searching unsuccessfully for the next forty-five seconds before reluctantly concluding that “the third one I can’t . . . sorry . . . oops!” Several minutes later, Perry did recall that the third agency was the Department of Energy, but it was too late to save him from the humiliation of the moment and the brutal press coverage that depicted this gaffe as the likely end of his candidacy. University of Virginia political scientist Larry Sabato went so far as to tweet, “To my memory, Perry’s forgetfulness is the most devastating moment of any primary debate.” That moment still lingered for Perry a little over five years later when Perry was chosen to lead the Department of Energy. It was revived in headlines such as this one from Vox:

 

Rick Perry is Trump’s pick to run Energy. He once forgot the agency’s name.



 

I watched the 2011 debate and received e-mails the next day from the Washington Post, the Boston Globe, ABC News, NPR, and other media outlets interested in my take on what had happened. For a memory researcher, this was a textbook example of name blocking. We already saw earlier in the chapter that name blocking occurs increasingly often as we age. Perry, though not quite a senior citizen in 2011, was eight months past his sixty-first birthday at the time of the debate—old enough that age could plausibly have heightened his risk of blocking. We also saw that names that haven’t been retrieved frequently or recently show heightened susceptibility to blocking. Although Perry knew “Department of Energy” well enough to retrieve the name later in the debate, perhaps stronger preparation would have avoided the problem altogether. Perry also had some partial knowledge of the name he couldn’t produce, which is typical with blocking. Recall the example of blocking by Britain’s deputy prime minister John Prescott discussed earlier in this chapter. Prescott also had some partial knowledge of the word he blocked on: he blurted out “raffles” when searching for “lottery.” Similarly, when fellow debater Ron Paul suggested that the third agency might be the Environmental Protection Agency and CNBC’s debate moderator, John Harwood, asked Perry directly whether it was, Perry knew enough about the blocked name to reject the suggestion.

The stress of a prime-time, nationally televised debate could also have played a role. Intuitively, it seems plausible that high stress could increase the chances of blocking. Surprisingly, however, the topic received little research attention until the past few years, when experiments from the laboratory of the cognitive psychologist Lori James examined the effects of stress on one of the most salient forms of retrieval blocking—the tip-of-the-tongue (TOT) state that I discussed at length earlier. To induce stress, the researchers used a well-validated method known as the Trier Social Stress Test (TSST), which requires participants to prepare and give a speech as they would for a job interview, explaining why they should be hired and describing their skills, strengths, and qualifications to observers who will evaluate their performance. After giving the speech, participants performed a mental arithmetic task (as in the standard TSST), followed by a word definition task that James and her colleagues designed to elicit TOTs by asking about difficult-to-retrieve words (e.g., “What do you call a word puzzle in which letters are rearranged to form new words or phrases?” Answer: anagram). Compared with a control condition in which participants had to prepare a speech, do mental arithmetic, and complete the word definition task without any observers evaluating their performance, evaluation-related stress resulted in a significant increase in TOTs. These findings were based on a sample of college students, but in subsequent research, James and her colleagues demonstrated the same stress-related increases in TOTs with adults ranging in age from eighteen to eighty. We can’t know for certain whether these findings apply to Rick Perry, but they are consistent with a role for stress in his epic retrieval block.

It’s also interesting to consider whether Ron Paul’s suggestion that the EPA might be Perry’s third targeted agency contributed to prolonging Perry’s retrieval block. Recall that “ugly sisters”—words that are related to a blocked item—are probably not the cause of TOT states and related retrieval failures. Recall also, however, that Deborah Burke and Donald MacKay suggested that ugly sisters might play a role in prolonging a TOT state. If so, then we would expect that when someone is experiencing a TOT state, drawing their attention away from the “ugly sisters” should help to resolve it. Evidence supporting this idea emerged from a 2005 study showing that there is a higher likelihood of resolving a TOT state after a delay during which people aren’t thinking about the item they can’t retrieve, because they are responding to other, unrelated questions. A subsequent study revealed that this finding applies both when an ugly sister accompanies a TOT and when it doesn’t, but both studies suggest that focusing attention away from the TOT item increases the chances of eventually recalling it.

That doesn’t necessarily mean that Ron Paul’s mention of the EPA prolonged Perry’s retrieval failure, but his delayed recovery of “Department of Energy” later in the debate likely benefited from a focus on other matters during that time. Regardless, given the frequency of retrieval blocking in older adults, we can be pretty sure that Perry won’t be the last aging politician to suffer from an “oops” moment in a political debate. Indeed, a possible case of blocking came up during the Democratic presidential debate in Las Vegas, Nevada, on February 19, 2020, when Telemundo reporter Guadalupe Venegas asked Amy Klobuchar about her inability to name Mexican president Andrés Manuel López Obrador (aka AMLO) in a Telemundo interview just before the debate. Klobuchar, fifty-nine at the time, attempted to write off the incident as an innocent example of “momentary forgetfulness,” but as Venegas and others pointed out, she could not provide any information about AMLO or his policies in the interview, raising legitimate questions about whether blocking was the culprit there.

Despite some progress during the past two decades in understanding factors that impact retrieval blocks such as TOT, we are still largely in the dark when it comes to understanding what goes awry in the brain to produce such short circuits. Shortly after The Seven Sins of Memory appeared in 2001, my research group published an fMRI study led by the Israeli psychologist Anat Maril in which we induced TOTs in the scanner by giving people two cues (e.g., “Chinatown” and “director”) for a difficult-to-retrieve target (“Roman Polanski”). This procedure yielded enough TOT states to analyze associated brain activity. The most striking finding was that brain regions that had previously been associated with cognitive control and detecting cognitive conflicts, including parts of the prefrontal cortex and the nearby anterior cingulate, became highly active during a TOT state, compared to when retrieval was either successful or when it failed but did not elicit a TOT state. Our study focused on young adults, but a more recent fMRI study replicated our findings with elderly adults and further suggested that age-related changes in TOT experiences involve specific cognitive and neural mechanisms that are distinct from those that produce other kinds of age-related memory declines.

To Think or Not to Think

Although we still can’t pinpoint the neural causes of TOT states, we have made some progress in understanding the brain basis of other memory processes that are implicated in blocking. Earlier in the chapter, I discussed experiments by Michael Anderson and his colleagues that provided evidence for retrieval inhibition. In 2001, Anderson introduced a novel experimental paradigm for studying retrieval inhibition called the “think–no think” procedure. Participants encoded a series of unrelated word pairs such as moss/north. Then, when they were presented with the first word of the pair, they were instructed to try either to recall the associated word (the “think” condition) or to suppress the associated word from conscious awareness (the “no think” condition). Later, on a final memory test, when participants tried to recall each associated word in response to the first word of the pair, they remembered fewer “no think” words than “think” words. This finding alone might simply indicate that memory for “think” words improved because of practice rather than revealing impaired recall of “no think” words. Critically, however, final recall of “no think” words was worse than final recall of words that were studied initially but that were not included in the think–no think phase of the experiment. This result shows that final recall was impaired by participants’ prior attempts to suppress a word during the “no think” phase. The results were the same even when Anderson paid participants to try to recall the “no think” words on the final test. Suppressing them earlier during the “no think” phase blocked subsequent retrieval to such an extent that participants couldn’t come up with these items even when money was at stake.

These findings were initially controversial because researchers using similar think–no think procedures reported a failure to observe any effects of suppression in a 2006 paper. With replication failure in psychology emerging as a hot-button issue around the same time, skeptics wondered whether retrieval inhibition in the think–no think paradigm was real. But by 2012, a review of think–no think data from thirty-two published articles, some from Anderson’s lab and some from other researchers, revealed consistent evidence for a modest impairment of recall of suppressed items in the think–no think paradigm. A 2020 meta-analysis of twenty-five studies that used the think–no think procedure to compare suppression effects in healthy individuals and depressed or anxious individuals confirmed a modest but significant suppression effect in the healthy individuals and a reduced suppression effect in individuals who were anxious or depressed. These and other recent studies confirm that the suppression effect in people who are not depressed or anxious is, though not large, real.

In fact, this suppression effect has been considered robust enough to investigate with fMRI and related imaging procedures. In 2004, Anderson’s group found that when people are trying to suppress a target item during the “no think” phase, parts of the prefrontal cortex associated with cognitive control show increased activity, whereas the hippocampus—a brain region frequently associated with successful recollection—shows decreased activity. Crucially, these brain changes predict the extent to which a specific item suffers from impaired recall that is attributable to retrieval blocking. Building on these findings, a 2017 study from Anderson’s group focused on the possible role of GABA—an inhibitory neurotransmitter that can be measured in the human brain with a technique known as “magnetic resonance spectroscopy”—in modulating retrieval inhibition in the think–no think paradigm. Results revealed that a higher resting concentration of GABA in the hippocampus is associated with a greater ability to suppress “no think” items and with stronger coupling between the hippocampus and the prefrontal cortex during attempted suppression. Collectively, these findings not only provide new insights into the brain mechanisms that produce retrieval blocking, but as we will see in The Update in Chapter 7, they also have implications for addressing the unwanted and psychologically debilitating intrusive memories associated with persistence, memory’s seventh sin.
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  The Sin of
 Misattribution


I have been here before,

But when or how I cannot tell:

I know the grass beyond the door,

The sweet keen smell,

The sighing sound, the lights around the shore . . .

 

—“Sudden Light,” Dante Gabriel Rossetti, 1854



ON FEBRUARY 24, 1896, members of the Société Médico-Psychologique in Paris learned about a bizarre case of memory disturbance. Accounts of patients suffering from amnesia were not uncommon in the 1890s, but the thirty-four-year-old man described that day had a different problem: he remembered events that never occurred. After suffering from malaria several years earlier, Louis was regularly overwhelmed by feelings of familiarity when he encountered situations that were, in reality, entirely novel. In the midst of his brother’s marriage ceremony, he felt certain he had attended the same event a year earlier. Admitted to a new hospital because of emotional problems, Louis was sure he had been there before. When he first met Dr. François-Léon Arnaud, the French psychiatrist who reported his case to the Société Médico-Psychologique, he insisted, “You know me, doctor! You also welcomed me last year, at the same time of the day, and in this same room. You asked me the same questions, and I gave you the same answers.”

Louis was of great interest to the psychologists and psychiatrists who had assembled in Paris to hear Arnaud’s presentation. The late nineteenth century has been called a golden age for the study of memory, and French psychology played a large part in it. Although Ebbinghaus’s groundbreaking 1885 experiments are best known today, four years earlier the French psychologist Théodule Ribot had written a classic book, Diseases of Memory, which described how brain damage or psychological disturbance could produce amnesia for the recent or remote past. Ribot also described cases where memory is present but wrong. Called “paramnesias” or “false memories,” these distortions had sparked a spirited and sometimes heated debate: How widespread are such false memories in the general population? Do they signal the presence of clinical pathology? Is there just one type of paramnesia, or are there many? Proponents of opposing views debated in a special 1893 issue of the Révue Philosophique.

When Arnaud presented Louis to the Paris meeting of the society in 1896, he placed his problems squarely in the context of the ongoing debate by rejecting the terms most commonly used to describe the aberrant remembering that Louis displayed. “I believe that it would be better to abandon the words false memory and paramnesia,” he boldly asserted, going on to argue—seemingly paradoxically—that “the phenomenon in question may not be associated with memory at all.” Arnaud suggested a new expression to describe the inappropriate familiarity that plagued patients like Louis: the illusion of déjà vu. He insisted that déjà vu is a special experience, distinct from other kinds of memory distortions because of its intensity, the conviction that a present experience is identical to a past one, and the feeling that one knows precisely what is going to happen next.

Arnaud helped to propel the term déjà vu into common usage, but he was not the first to describe the experience. Dante Gabriel Rossetti captured the feeling of déjà vu in his 1854 poem “Sudden Light,” and as early as 1849, Charles Dickens wrote of a similar experience in David Copperfield. “He seemed to swell and grow before my eyes,” David relates upon encountering Uriah Heap. “The room seemed full of the echoes of his voice; and the strange feeling (to which no one is quite a stranger) that all this had occurred before, at some indefinite time, and that I knew what he was going to say next, took possession of me.”

But what did Arnaud mean when he claimed that Louis’s déjà vu experiences “may not be associated with memory at all”? Many prior interpretations of déjà vu tended toward the mystical, conjecturing that it reflects memory for a past life and thus provides evidence for reincarnation, or perhaps involves telepathic eavesdropping into someone else’s memory. Other, less exotic explanations held that people have feelings of déjà vu when a present experience stirs up a similar—though not identical—past experience. For Arnaud, however, déjà vu had nothing to do with either the paranormal or partial memories of a similar past episode. Instead, he characterized it as a kind of bad judgment: a misattribution of current sensations and experiences onto the past.

To understand better what Arnaud had in mind in 1896, fast-forward a century and consider a 1993 experiment by the Canadian cognitive psychologist Bruce Whittlesea. Participants first studied a list of common words. On a later memory test, some words from the study list and some new words appeared in capital letters at the end of a sentence; participants judged whether the capitalized words had appeared earlier. In some of the sentences, the word at the end of the sentence was highly predictable from the preceding words: “The stormy seas tossed the BOAT.” In other sentences, the final word was less predictable: “She saved her money and bought a LAMP.”

When the capitalized word had not appeared previously on the study list and participants should have responded “new,” they sometimes incorrectly responded “old.” Most important, people were more likely to claim incorrectly that they had previously seen the highly predictable new words than that they had seen the less predictable new words. Participants also named highly predictable words faster than they named less predictable words. Whittlesea suggested that participants misattributed their fast responses for the highly predictable words to an earlier encounter that, in fact, had never occurred: speedy, fluent responding—a consequence of the word’s predictability—was misinterpreted as familiarity.

In this experiment, then, people claimed that they had a prior experience—seeing a word on a study list—for reasons having nothing to do with memory, just as Arnaud had asserted about déjà vu a century earlier. Déjà vu, he thought, might occur because features of a present situation trigger responses, perhaps analogous to the fluent processing of predictable words in Whittlesea’s experiment, that are mistakenly attributed to a past experience.

Déjà vu occurs relatively infrequently, and as we will see in The Update in this chapter, only recently have scientists developed innovative experimental procedures to explore which features of a present experience can produce the kinds of mistaken judgments that Arnaud theorized about to his Parisian audience. Yet misattributions in remembering are surprisingly common. Sometimes we remember events that never happened, misattributing speedy processing of incoming information or vivid images that spring to mind, to memories of past events that did not occur. Sometimes we recall correctly what happened, but misattribute it to the wrong time or place. And sometimes misattribution operates in a different direction: we mistakenly credit a spontaneous image or thought to our own imagination, when in reality we are recalling it—without awareness—from something we read or heard. We know more about déjà vu today than we did back in the days of Arnaud, and we have learned a great deal more about other forms of misattribution. This is hard-won knowledge with potentially vital consequences for society: misattribution can alter our lives in strange and unexpected ways.

Eyewitness Misattributions and Source Memory

Anybody who remembers the Oklahoma City bombing in 1995 probably also recalls the failed search for John Doe 2. John Doe 1—soon identified as Timothy McVeigh—was apprehended shortly after the bombing in April of that year. At the same time, the FBI mounted a nationwide manhunt for a second suspect they believed had accompanied McVeigh when he rented a van from Elliott’s Body Shop in Junction City, Kansas, two days before the bombing. An artist’s sketch of John Doe 2, depicting a young, square-faced man with dark hair and a stocky build wearing a blue and white cap, appeared continually on television and was featured in newspapers around the country. Despite massive efforts that resulted in the successful prosecution of McVeigh and his friend Terry Nichols, and polls indicating that seven in ten Americans believed that another accomplice had eluded the law, John Doe 2 was never found. What happened?

After tracing McVeigh’s rental van, the FBI interviewed employees at Elliott’s Body Shop. A secretary and the shop owner recalled that only one man, matching McVeigh’s description, had rented a van on April 17, 1995, two days before the bombing; he had made his reservation under the alias “Robert Kling.” The mechanic, Tom Kessinger, who watched the transaction, recalled seeing two men. One fit McVeigh’s description: tall and fair with short blond hair. The other was shorter and stockier, had dark hair, wore a blue and white cap, and had a tattoo beneath his left sleeve. Based on Kessinger’s recollection, the search for John Doe 2 began.

The source of Kessinger’s memory, however, appears to lie in an unrelated visit to Elliott’s Body Shop a day later, when Army Sergeant Michael Hertig and his friend Private Todd Bunting also rented a van in Kessinger’s presence. Hertig, like McVeigh, was tall and fair. Bunting was shorter and stockier, had dark hair, wore a blue and white cap, and had a tattoo beneath his left sleeve—a match to the description of John Doe 2.

After initiating the unsuccessful manhunt for the elusive second suspect, FBI agents reviewed records of Hertig and Bunting’s visit to Elliott’s Body Shop. They reluctantly concluded that John Doe 2 was Private Todd Bunting, an innocent man with no connection to the bombing. Kessinger had correctly recalled Bunting’s features, depicted in the infamous picture of John Doe 2 that circulated nationwide, but had misattributed them to the wrong episode a day earlier.

This kind of mistaken identification is not unprecedented. In a famous case from the mid-1950s, a British ticket agent robbed at gunpoint later identified an innocent sailor as the gunman. The sailor had previously purchased tickets from the same agent, who had misattributed the familiarity of the sailor’s face to the robbery. In a later incident, the psychologist Donald Thomson was accused of rape based on a victim’s detailed memory of his face. Thomson was cleared because he had an impeccable alibi: he was in the midst of a live television interview (ironically, on the fallibility of memory) at the moment the rape occurred. The victim had been watching the show and misattributed her memory of Thomson’s face to the rapist.

Both Thomson and the British sailor were fortunate to escape wrongful imprisonment. But how many other times have similar mis­attributions produced inaccurate eyewitness testimony leading to the conviction of an innocent person? According to data reported by the Innocence Project in 2021, mistaken eyewitness identifications have been involved in 69 percent of approximately 375 wrongful convictions overturned by DNA evidence. There are no doubt other such mistakes that have not yet been rectified.

These chilling numbers create a sense of urgency regarding the need to understand better the nature of eyewitness misattributions and to take steps to minimize them. The specific type of misattribution in the John Doe 2 incident is sometimes referred to as “unconscious transference.” The idea is that a witness such as Kessinger incorrectly attributes a face’s familiarity to the wrong source because he unconsciously transfers memory of the individual from one context to another. Laboratory studies indicate that when individuals make an eyewitness misidentification, they are not necessarily unaware of having previously encountered a person in multiple contexts. For example, participants who watched a film of a robbery that included an innocent bystander in a separate scene sometimes later mistakenly identified the bystander as the robber. But the process that led to the misidentification was not entirely unconscious: many participants believed—incorrectly—that the bystander and the robber were the same person.

Whether unconscious or not, the kinds of eyewitness misidentifications observed in cases such as John Doe 2 and others fit well with research showing that people often have sketchy recollections of the precise details of previous experiences—when and where they encountered a person or object. This vagueness creates fertile soil for the occurrence of “source misattributions,” in which people recall correctly a fact they learned earlier or recognize accurately a person or object they have seen before, but misattribute the source of their knowledge. Experiments have shown, for instance, that people may remember perfectly well that they saw a previously presented face but misremember the time or place that they saw it, much as happened to Tom Kessinger in Elliott’s Body Shop. Sometimes eyewitnesses have sketchy, uncertain memories of the face itself. In a paper published in 2018, the cognitive psychologist John Wixted points out that in all the cases he examined where DNA evidence exonerated a wrongfully convicted individual and where information about the certainty of the initial identification was available, the eyewitness was at first uncertain about their identification of the accused person. Problems arise when further questioning produces a higher confidence about an incorrect identification that contributes to a wrongful conviction (see Chapter 5 on suggestibility for a related discussion).

Consider what’s involved in remembering the details of what a person looks like and where you saw them. You attend a business meeting at a palatial downtown office on Tuesday morning and meet two executives with whom you will be negotiating: Thomas Wilson, a silver-haired vice president wearing horn-rimmed glasses and a conservative blue suit, and Frank Albert, a thirtysomething financial analyst wearing a bow tie and colorful suspenders. Later that afternoon, you head out to the suburbs to meet with two prospective clients who have just started a new company in rather cramped quarters. The computer programmer, Eric Merton, is a recent college graduate wearing jeans and a silver earring; the company president, Elaine Green, is a slightly older woman dressed in a more traditional business suit.

If I ask you a week later about your meetings last Tuesday, to provide an accurate report you will need to remember the individual features of the people and places you visited. But it is not sufficient to recall a vice president, financial analyst, computer programmer, and president; horn-rimmed glasses, colorful suspenders, a bow tie, silver earring, jeans, and traditional business suits; Mr. Wilson, Mr. Albert, Mr. Merton, and Ms. Green; a large downtown office and a smaller one in the suburbs. You also need to remember which person was wearing what and which face goes with which name, who works out in the suburbs and who works downtown, and what position each person holds. In addition to recording and retrieving the individual features, you need to link them together in memory so that you can recall the correct conjunctions of people, attire, positions, and places.

Psychologists refer to this linking process as “memory binding”: gluing together the various components of an experience into a unitary whole. When individual parts of an experience are retained but memory binding fails, the stage is set for the kinds of source misattributions seen in the John Doe 2 incident and in other episodes of mistaken eyewitness recollection.

Source confusions are sometimes attributable to a binding failure: at the time an event occurs, an action or object is not properly bound to a particular time and place. Binding failures may also contribute to memory confusions between events we actually experience and those we only think about or imagine. About to leave your house, you think about closing the basement door. An hour later in the car, you are suddenly gripped by a sense of panic: “Did I actually close the door, or did I only imagine doing it?”

After he retired, the psychology professor Lew Lieberman became increasingly vexed by such confusions. “It is as if before you do something,” he reflected, “you kind of picture yourself doing it and then later, you do not remember whether it was just the picture or the reality.” He wondered whether others experience something similar. In fact, numerous experiments have shown that when people imagine seeing an object, or carrying out an action, they sometimes later claim that they actually perceived the object or performed the action.

In one particularly neat experiment, younger and older adults saw an object such as a magnifying glass and researchers later asked them to imagine a lollipop (similar object), or they saw a hanger and later were asked to imagine a screwdriver (unrelated object). Older adults were more likely than younger adults to insist that they had actually seen the imagined lollipop, but were no more likely than younger adults to claim they had seen the imagined screwdriver. Older participants seemed to have special difficulty binding the appearance of perceived objects (for example, a “round shape”) to the context of presentation. So, after seeing one “round shape”—the magnifying glass—and imagining another similar shape—the lollipop—elderly participants could not recall details associated with the actual perception of the magnifying glass, and were thus prone to source misattribution.

If associated details are bound together with an object or action, it becomes easier to recall whether an incident actually occurred. Fretting in the car about whether you’ve left your basement door wide open, you carry out a frantic mental search, trying to recall some specific object or action that proclaims that you indeed carried out what you had thought about doing. Your mind eases as you remember seeing a cat running away when you closed the door. But if you hadn’t bound together the perception of the frightened animal with the act of closing the door, you might still be trying to sort out imagination from reality.

Binding failures can also result in a striking illusion known as a “memory conjunction error.” Having met Mr. Wilson and Mr. Albert during your business meeting, you reply confidently the next day when an associate asks you the name of the company vice president: “Mr. Wilbert.” You remembered correctly pieces of the two surnames but mistakenly combined them into a new one. Cognitive psychologists have developed experimental procedures in which people exhibit precisely these kinds of erroneous conjunctions between features of different words, pictures, sentences, or even faces. Thus, having studied spaniel and varnish, people sometimes claim to remember Spanish. Or having seen drawings of the first two faces shown in Figure 4.1, people often claim to remember having seen a different face (the third face in the figure) when later given a recognition test. The third face combines features of the two they saw earlier. If individual features of the words or faces are retained, but are not bound together adequately when people initially study them, memory conjunction errors can result.
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FIGURE 4.1 After seeing the faces on the left and in the center of the figure, people later claim erroneously to remember seeing the face on the right, which contains conjunctions of elements from the other faces. This type of misattribution is known as a “memory conjunction error.”




 

Studies of brain-injured patients suggest that the hippocampus plays an important role in binding processes that, when disrupted, contribute to memory conjunction errors. Patients with damage restricted to the hippocampus are even more likely than healthy controls to make memory conjunction errors for recently studied words and faces. The patients perceive faces and words as wholes, but when tested only a few seconds or minutes later, they are likely to miscombine features of separate faces or syllables of different words. The damaged hippocampus no longer provides the mnemonic glue needed to hold together parts of a face or word in memory. This idea receives further support from brain imaging studies using PET scans. The hippocampus became especially active when people learned pairs of unrelated words (for example, level/need), which places heavy demands on binding processes.

Source misattributions and memory conjunction errors can also occur because of faulty memory retrieval processes. When a face seems familiar, people need to reflect on, or “monitor,” the outputs of memory to determine why. Patients whose frontal lobes have been damaged by stroke or partially removed during surgery have difficulty engaging in such retrieval-monitoring processes. They tend to make snap judgments about the source of a feeling of familiarity, and hence make more source misattribution errors than do healthy controls.

Healthy elderly adults who perform poorly on tests that are sensitive to frontal lobe abnormalities also tend to be especially prone to source misattributions. Recall that older adults often claimed that they had previously seen a lollipop they had only imagined, when in reality they had actually seen a similarly shaped magnifying glass. When participants took this test two days after seeing and imagining objects, older adults who scored most poorly on other tests that are sensitive to frontal lobe damage also made the most confusions between perceived and imagined objects. But when memory testing was carried out only fifteen minutes after seeing and imagining objects, there was no relationship between these source misattributions and scores on frontal lobe tests. Monitoring processes that depend on the frontal lobes are probably most heavily taxed after a two-day delay, when trying to recall whether you perceived or imagined an object is very difficult and requires considerable reflection. If only fifteen minutes have passed, then the memory task is easier and does not draw on the frontal lobes as much.

Related retrieval failures also contribute to memory conjunction errors. Susan Rubin and her collaborators found that in a sample of older adults, those who performed most poorly on tests of frontal lobe function also tended to make many memory conjunction errors, such as claiming to remember barley from an earlier list when they actually saw barter and valley. These elderly adults failed to scrutinize their memories sufficiently, relying instead on the strong sense of familiarity engendered by seeing a conjunction word like barley.

In studies of eyewitness identifications reported during the 1980s and 1990s, Gary Wells at Iowa State University argued that common lineup identification practices may often promote memory errors because people are encouraged to rely on familiarity. In standard lineup procedures, witnesses are shown a number of possible suspects simultaneously; after seeing all of them, they attempt to identify the culprit. Wells claimed that under such conditions, witnesses tend to rely on relative judgments: they choose the person who, relative to the others in the lineup, looks most like the suspect. The problem is that even when the real suspect is not in the lineup, witnesses still tend to choose the person who looks most like them. Witnesses rely on general similarities between a face in the lineup and the actual culprit, even when they lack specific recollections. The early research by Wells and his colleagues suggested a way to minimize reliance on such relative judgments: use a sequential lineup and instruct the witness to make a “thumbs-up or thumbs-down” decision about each possible suspect right after seeing the face instead of waiting until all the potential suspects’ faces have been displayed. Wells produced experimental evidence suggesting that this sequential procedure encourages people to scrutinize their memories carefully and examine whether the pictured person matches the details of their recollections.

In the late 1990s, this evidence led a working group formed by former US attorney general Janet Reno to determine that sequential lineups produce more reliable identifications than simultaneous lineups, although they stopped short of specifically recommending that police switch to using the sequential procedure. Beginning in the early 2000s, however, researchers employing more sophisticated analysis approaches than those used in Wells’s studies failed to find convincing evidence that sequential lineups selectively reduce false identifications compared with simultaneous lineups. Instead, sequential lineups have both benefits and costs: they often reduce the likelihood of an eyewitness incorrectly identifying an innocent individual, but they also reduce the likelihood of a witness correctly identifying a guilty individual. This new line of research led one prominent group of memory researchers to conclude that “if there is any difference in diagnostic accuracy between the two lineup formats, it likely favors the simultaneous procedure.”


Studies on eyewitness misattributions are important because the stakes are so high for both accused individuals and victims of crimes. To me, they also lead to a fundamental question with far-reaching implications: Is it possible to tell true memories from false ones?

Looking for a Truth Machine

In the summer of 1996, I helped to run a cognitive neuroscience institute at Dartmouth College. My family and I stayed at a lovely country inn located in the nearby Vermont countryside. Returning there after a day of lectures by distinguished speakers, I was stunned by an unexpected, even surreal, sight: the door to our room was virtually covered with slips of paper, each containing a phone message from a newspaper, television news show, or radio program. Media from all over the world wanted to talk to me—right away.

That morning, an article in the Tuesday science section of the New York Times described new PET scan studies I had conducted with several colleagues examining brain activity while people experienced true and false memories. Though other studies had used PET scans and fMRI to peer inside the brain as participants recalled true memories of previous experiences, none had looked at brain activity when they called up false memories of incidents that had never occurred. The possibility that brain imaging might function as a kind of high-tech lie detector, flawlessly sorting out true from false memories, is undeniably intriguing.

It is easy to have people recall true memories during a scan: ask them about words or pictures that you showed them before scanning, or inquire about past experiences outside the laboratory. But how does one induce false memories in a PET scanner? A year before our PET scan study, the psychologists Henry L. Roediger and Kathleen McDermott rediscovered a procedure developed by James Deese in the 1950s that reliably leads people to insist that they experienced an event—the appearance of a word in a list—that never actually happened. This procedure is now referred to as Deese/Roediger-McDermott, or DRM. The experimenter first reads out lists of associated words. One list, for instance, might contain thread, pin, eye, sewing, sharp, point, prick, thimble, haystack, thorn, hurt, injection, syringe, cloth, knitting. Another list might contain bed, rest, awake, tired, dream, wake, snooze, blanket, doze, slumber, snore, nap, peace, yawn, drowsy. On a later memory test, subjects decide whether each of several words was read aloud earlier: sewing, door, needle, sleep, candy, awake. Most of the time, people correctly remember that they heard sewing and awake, and correctly state that they did not hear door and candy. More interestingly, people frequently claim—confidently but incorrectly—that they heard needle and sleep. You might even have made this error yourself as you looked over the test words.

This false memory effect occurs because all the words in the first set are associated with needle and all the words in the second set are associated with sleep. Hearing each word in the study list excites or activates related words. Because needle and sleep are related to all the associates, they become more activated than other words—so highly activated that only minutes later, people swear that the experimenter said the word. Could PET scans distinguish between these true and false memories, even though the experimental participants themselves do not?

A few minutes before they entered the scanner, participants in our experiment heard a series of associate lists. Then, during one scan they made recognition judgments about previously presented words, such as sewing or awake, and during another scan, they made judgments about associated words that had not been presented, like needle and sleep. As expected, people claimed to remember the nonpresented words almost as often as they claimed to remember the presented ones. Brain activity was, overall, remarkably similar during true and false recognition: a network of regions showed heightened activity regardless of whether people were claiming to remember words they had heard previously or associates they only thought they had heard. The frontal lobes responded very strongly, and there were also signs of activity in the inner parts of the temporal lobe, near the hippocampus, during both true and false recognition. Because the hippocampus and surrounding areas play such an important role in true memories, we thought that activation in this area during retrieval of a false memory might mislead people into feeling confident of hearing a word that was never actually presented.

But despite the striking similarities between the regions activated during true and false recognition, there were also tantalizing hints of differences. A part of the frontal lobe thought to be involved in scrutinizing or monitoring memories showed greater activity during false than true recognition. It was as if people sensed something odd about words like sleep and needle and were scrutinizing them especially carefully before capitulating to the powerful memory illusion. There was also more activity during true than false recognition in a part of the temporal lobe on the surface of the left hemisphere—a region that stores the sounds of words. Was the PET scan picking up a faint echo of hearing a word that had actually been presented?

The possibility of using brain imaging to separate truth from fiction—perhaps in a therapist’s office or court of law—has a surreal, futuristic appeal. In James Halperin’s imaginative novel The Truth Machine, brain-scan technology has advanced to the point at which it unfailingly separates truth from deceit. Politicians must now make promises under the watchful eye of the scanner, which will immediately reveal devious intentions (a prospect that was amusing enough in the 1990s but took on then-unimaginable relevance after the 2016 US presidential election; see The Update in Chapter 6). Though telling truth from intentional deceit is different from distinguishing between true and false memories—the liar intends to be deceptive, whereas the faulty rememberer tries to be truthful—the prospect of a “memory truth machine” captured the imagination of the reporters whose phone numbers were plastered across my door. Could we now use PET scans to settle disputes over recovered memories of childhood abuse, where one person vividly remembers horrific abuse and another denies it just as firmly? Could they help to decide whether the memory of an eyewitness is accurate?

These kinds of questions are fascinating, and their potential implications for society are enormous. But our results forced me to throw cold water on speculations about these far-reaching consequences. The similarities between true and false recognition were striking and widespread, the differences small and no more than suggestive. We had used an experimental task whose relation to everyday life is unknown and had looked at only one type of testing condition. We didn’t know whether we’d get the same results if we changed any aspect of our procedure. Based on our experiment, brain imaging would not be used soon to decide between true and false memories in the courtroom or anywhere else.

We followed up on our initial findings, and the results justified my caution. Differences in brain activity during true and false recognition turned out to depend on the details of the testing procedure. Because of limits on PET technology, we had to test all previously studied words during one scan, all nonpresented associates of studied words in a second, and unrelated new words in a third. This feature of testing encouraged subjects to scrutinize their memories carefully before responding “old” or “new,” because all the words within a particular scan would tend to seem equally familiar (or unfamiliar) to them. We reasoned that such careful scrutiny contributed to the different patterns of brain activity during true and false recognition.

To test this idea, we recorded electrical activity in the brain from various scalp locations using “event-related potentials,” which reflect the brain’s electrical response to specific sensory stimuli. Event-related potentials offer the ability to track brain activity over just a few thousandths of a second. Unlike PET scanning—which provides a picture of brain activity averaged across a minute or so—the event-related potential technique allows us to mix together studied words, nonpresented associates, and unrelated new words during a single memory test. Under these conditions, previously studied words or associate lures tend to jump out as familiar in comparison to unrelated new words, so people are more likely to make snap judgments about them. With this type of test, we saw no reliable differences in electrical activity during true and false recognition.

These results contain an important positive lesson: test conditions that encourage people to carefully examine their memories broaden differences between true and false memories. Further studies using various procedures for inducing false recognition support this conclusion.

Other researchers have used electrical recordings to examine brain activity during memory conjunction errors (for example, remembering Spanish after seeing spaniel and varnish). Memory conjunction errors occur because people misattribute the strong familiarity elicited by two previously exposed syllables to having seen them together as a single integrated unit. Results suggest that it is possible to tell memory conjunction errors apart from true recollections. Electrical responses differed when college students correctly remembered words that were shown earlier, compared to when they incorrectly claimed to remember totally new words, or “syllable lures” (new words that shared a syllable with a previously studied word, such as Spanish after seeing only varnish). When students made memory conjunction errors, electrical responses were clearly distinguishable from those associated with accurate remembering, but were indistinguishable from electrical responses that accompanied false alarms to new words or syllable lures.

False alarms were produced by a general sense of familiarity that was strongest for conjunction words and weakest for entirely new words. Conjunction words were, to some extent, just as familiar as the words that were actually presented: in each case, participants had seen both of the word’s syllables. But correct “old” responses involved specific recollections of having seen the two syllables together. These detailed memories were associated with very different patterns of electrical activity than were the general feelings of familiarity that misled people to say they had seen the new conjunction words.

Several related studies using electrical recordings or fMRI have also shown that brain activity differs when people call up specific recollections of past experiences compared with when they respond on the basis of general familiarity. Further, people who are highly susceptible to the Deese/Roediger-McDermott memory illusion—they remember falsely as often as they remember accurately—show identical brain electrical activity during true and false memories. But people who are less susceptible to the illusion—they remember accurately more often than they remember falsely—show different patterns of brain activity during accurate and inaccurate remembering.

These results suggest that misattribution can be mitigated by encouraging people to base their memory decisions on specific recollections rather than relying on overall familiarity. In the Deese/Roediger-McDermott procedure, for example, having heard numerous associated words, people may be lulled into basing their memory decisions on whether a test word is strongly associated with previous studied words and thus seems highly familiar, rather than demanding specific recollections.

Lana Israel and I tested this idea by showing people pictures at the same time they heard lists of semantic associates. So, for example, when they heard a list including butter, flour, milk, and dough, each word was accompanied by a picture—a stick of butter, pile of flour, carton of milk, and ball of dough. Later, we asked participants whether they remembered studied words, like butter, and associates that had not been studied, such as bread. We thought that the pictures would be so distinctive and memorable that people would later claim to remember having heard a word only when they could also recollect having seen a picture. That is exactly what we found.

Based on several experiments, we hypothesized that studying pictures along with words helped experimental participants to invoke a “distinctiveness heuristic”: a rule of thumb that leads people to demand recollections of distinctive details of an experience before they are willing to say that they remember it. Consider the following question: Do you recall that one page earlier in this book I confessed that I suffer from a multiple personality disorder and that I actually have nineteen separate personalities, each with a different name? You can confidently assert that I never said any such thing because you invoke a distinctiveness heuristic: if I had made such a confession one page earlier, you would have been startled; surely you would possess a detailed recollection of what I wrote and how you reacted to it. We can invoke a distinctiveness heuristic whenever we expect that our memories will contain rich and detailed information about an experience. In experiments that use the Deese/Roediger-McDermott word associates procedure, however, people typically do not expect to retrieve distinctive recollections of specific words, and so are misled into falsely recognizing associates that they had never studied. But after studying pictures along with the words, participants expect more from their memories. They easily reject items that do not contain the distinctive pictorial information they are seeking—much as you easily rejected my assertion about multiple personalities.

The distinctiveness heuristic can help older adults to avoid false recognition. Elderly adults are sometimes especially prone to false recognition. They have a harder time than younger adults calling up specific recollections and tend to rely more on general familiarity—a potent combination for producing misattribution. Yet when provided with highly memorable information to study, older adults can invoke a distinctiveness heuristic as effectively as younger adults to reduce false memories.

However, older adults often do not expect to recollect specific details of past experiences; in fact, they may expect to recall little or nothing. Unfortunately, expecting little from their memories can create serious problems for the elderly. As the cognitive psychologist Larry Jacoby has pointed out, con artists know precisely how to exploit this feature of aging memory. Back in the late 1990s, the Cleveland Better Business Bureau warned of a familiar scam called “Where’s the Check?” Con artists collect personal information from older adults during a telephone conversation. When they call back the next day, the crooks determine whether the senior has forgotten the conversation, and hence would be likely to forget other events. If so, the con artist makes a false claim about an incident that never occurred, such as, “We received your check for $1,200, but it should only have been for $950. Send us another check for $950, and we’ll simply return the first check to you.” In another variant, the scam artist asserts, “Our records indicate that you paid $2,400, leaving a balance of only $600. Let’s make out a check today to clear the balance.” Not remembering the conversation—and not expecting to—many embarrassed seniors send along the check to avoid further problems.

This sad, expensive outcome results from a failure to invoke a distinctiveness heuristic: “If I sent a check for $1,200 or $2,400, I surely would remember it.” Because many seniors ordinarily tend to recall relatively little distinctive information about past experiences, some don’t expect to remember writing the check and are therefore not surprised when it seems that they’ve forgotten. Our studies using the Deese/Roediger-McDermott procedure and related tasks show that when armed with specific recollections, older adults can use the distinctiveness heuristic effectively. With the aging of the baby boom generation, growing numbers of people will no doubt become targets of similar frauds that prey on fuzzy memories and low expectations for specific recall. To reduce the vulnerability of an aging population to such scams, it would be worthwhile to try to alter older adults’ expectations of their own memories, perhaps by incorporating training into memory courses for senior citizens that explains the distinctiveness heuristic and how to use it effectively.

The good news from our research is that with a little guidance, older adults can guard against false memories by learning to scrutinize their memories carefully in order to avoid distortions and errors.

Seeing Film Stars Everywhere

When defenses against misattribution are seriously damaged, however, people make bewildering, even bizarre, claims about the past that sever the connection between memory and reality. In 1991, a British photographer in his mid-forties, known in the medical literature by the initials MR, started to have problems with vision and then memory. He had difficulty recalling events from the recent and remote past. More disturbingly, MR experienced intense feelings of familiarity about people he did not know. He began asking his wife regularly whether a passing stranger was “somebody”—a screen actor, television newsperson, or local celebrity. MR became so convinced that his feelings were real that he often could not resist approaching befuddled strangers and asking whether they were indeed famous celebrities. Vexed by the sensation that he was “seeing film stars everywhere,” MR sought help from a psychiatrist, who concluded that the false familiarity did not originate from psychological problems.

When given formal tests, MR recognized the faces of actual celebrities as accurately as healthy volunteers. But MR also “recognized” more than three-quarters of unfamiliar faces, whereas healthy controls hardly ever did. Neurological exams revealed that MR had been afflicted by multiple sclerosis. The disease, which attacks the myelin sheath that protects nerve cells, had caused damage in the vicinity of the frontal lobes.

The fact that MR’s frontal lobes were compromised by multiple sclerosis provides an important clue to the origin of his unusual disorder (most multiple sclerosis patients are not afflicted with this type of recognition disorder). A similar clue comes from work by the University of Arizona neurologist Steven Rapcsak, who has described patients who falsely recognize new faces after damage to the lower and inner parts of the right frontal lobe.

The damaged frontal regions normally play an important role in assessing or monitoring signals provided by other neural systems. In cases of false facial recognition, brain damage may have resulted in faulty connections between frontal systems and those elsewhere, which seem to be involved in face recognition. The British neuropsychologist Andrew Young has proposed that encountering a familiar face excites a “face recognition unit,” containing a description of what the person’s face looks like. When activated, this unit sends out signals that we take as a sign that the face is familiar to us. These signals, however, do not provide any details concerning the person’s identity. Recall of such information requires activation of a separate “person identity node” (see Chapter 3), which contains details of a person’s occupation, interests, background, and related information.

Rapcsak suggests that patients with frontal lobe damage do not sufficiently monitor or scrutinize signals generated by weakly activated face recognition units located elsewhere. Several lines of research indicate that regions near the back of the brain, in the lower parts of the temporal lobe and nearby areas in the occipital lobe, record and retrieve visual descriptions of faces. Single-cell recordings from monkeys, for instance, have revealed “face cells” that respond more strongly to faces than to other objects. And fMRI studies in people have shown something similar. The fusiform gyrus, a key part of the visual regions in the rear of the brain, shows exceptionally strong activity when people look at faces compared to many other kinds of visual objects. Damage to the fusiform gyrus typically results in loss of the ability to recognize well-known faces as familiar.

According to Rapcsak and others, when we encounter a face, the fusiform region becomes highly activated, which excites face recognition units. But because these units contain only visual information, the source of familiarity is left unspecified—we don’t know whether the face seems familiar because we have encountered it before or because it resembles other faces we know. For a familiar face, a face recognition unit should excite a related person identity node, allowing us to recall details about the person. Problems arise when a novel face excites a face recognition unit—producing a weak feeling of familiarity—but does not call forth detailed information about the person from a person identity node. Frontal monitoring systems must now intercede and demand recall of person-specific information. The patients with frontal lobe damage studied by Rapcsak and his coworkers failed to engage spontaneously in such monitoring operations, instead blithely accepting signals from an activated face recognition unit as indicators of familiarity. Importantly, Rapcsak was able to reduce false recognition of faces in his patients by requiring them to respond “familiar” only when they could also produce specific information about a person. Because the patients could not produce specific information about unfamiliar faces, they managed to resist the impulse to call the face familiar.

In addition to “seeing film stars everywhere,” MR also frequently claimed to recognize made-up names that were constructed to sound like pop stars (Sharon Sugar) or historical figures (Horatio Felles). When asked about the identity of the nonfamous people who seemed so familiar to him, MR could do no better than generic labels: singer, politician, sports star. In striking contrast, however, MR did not falsely recognize made-up place-names: he knew that Jakarta is an actual city and that Wabera is not. Likewise, MR did not falsely recognize such made-up words as legify or florrical. MR’s problems were restricted to recognizing people, suggesting that frontal systems can fail miserably in a specific domain while performing normal monitoring operations in other areas.

We don’t precisely understand this phenomenon. However, the finding could illuminate one of the weirdest of all misattributions: the Fregoli delusion. In 1927, the French psychiatrists P. Courbon and G. Fail described a schizophrenic woman who believed she was a “victim of enemies.” The patient felt certain that two French actresses were attempting to persecute her. Courbon and Fail named the delusion after the Italian actor Leopoldo Fregoli, who delighted Parisian audiences of the time with his ability to mimic other people. The hallmark of the Fregoli delusion is an unshakable belief that a stranger is “inhabited” by a friend, relative, or famous person. Whereas patients such as MR experience general feelings of false familiarity, Fregoli patients are victimized by specific false memories.

The Fregoli delusion usually occurs in psychiatric patients, but neurologists and neuropsychologists have reported cases in which the delusion occurs after brain injury even when patients do not have a prior psychiatric history. In one case, a twenty-seven-year-old woman from Madeira who was studying English in London suffered a severe head injury when she fell to the road from a bus that unexpectedly moved forward as she was about to exit. Patient IR suffered severe damage to the lower and inner parts of the right frontal lobe—regions implicated previously in abnormal false recognition—as well as injury to other parts of the frontal cortex. As she was recovering in the hospital, IR became convinced that a female patient in a nearby bed was her mother. The subjective conviction was so powerful that IR attempted to get into bed with the bewildered patient several times and followed her to other parts of the hospital after she was moved. The Fregoli delusion finally subsided after a month, when IR’s father confirmed that her mother was in a hospital back home in Madeira. IR had twisted one bit of accurate knowledge—that her mother was in a hospital—into a compelling delusion.

Formal testing showed that IR was plagued by memory problems, from time to time came up with stories or confabulations about events that had never occurred, and even developed a delusion that a young nephew was being cared for elsewhere in the hospital. The researchers who studied IR concluded that part of her problem involved a breakdown in frontal lobe monitoring systems that normally scrutinize memories for plausibility and coherence. IR’s difficulties seemed to involve misinterpretation of signals from particular person identity nodes. IR did not “see film stars everywhere” but instead became confused about the identity of a specific individual. We still don’t know exactly why different patients develop different forms of misattribution, but I suspect that brain imaging techniques will soon help to unravel that.

What a Great Idea I Had: The Perils of Cryptomnesia

William Wallace is a legendary figure in Scottish history. Popularized by Mel Gibson’s portrayal in the 1995 film Braveheart, Wallace was also the subject of an acclaimed biography authored in the same year by the Scotsman James Mackay. But Mackay’s world soon fell apart amid allegations that he had plagiarized large sections of his book from a 1938 biography of Wallace written by the Scottish historian Sir James Fergusson.

“I’m just totally unaware of it, this is purely unconscious, I do assure you,” pleaded Mackay. “I have tried always to find new material on the people I’ve written about.” Is it possible to reproduce significant parts of another person’s work without being aware of the material’s origin? Mackay’s plea of unconscious influences should be viewed with some skepticism: he was accused of blatant plagiarism in other books, and the Scottish historian Geoffrey Barrow called his biography of Wallace “the worst case of plagiarism I’ve seen for quite a while, and maybe even the worst ever.” But there is other evidence that people can, in good faith, produce from memory another individual’s writings or ideas while unknowingly misattributing these creations to themselves—a type of misattribution known as “cryptomnesia.” Cryptomnesia constitutes a mirror image of some of the misattributions considered earlier in the chapter. In false recognition, for example, people misattribute a feeling of familiarity to a novel event, whereas in cryptomnesia, people misattribute novelty to something that should be familiar.

During the early 1900s, the psychoanalyst Carl Jung discovered that Friedrich Nietzsche had taken parts of Also sprach Zarathustra from a story he had read in his youth. Nietzsche wrote:

 

Now about the time that Zarathustra sojourned on the Happy Isles, it happened that a ship anchored at the isle on which the smoking mountain stands, and the crew went ashore to shoot rabbits. About the noontide hour, however, when the captain and his men were together again, they suddenly saw a man coming towards them through the air, and a voice said distinctly: “It is time! It is high time.” But when the figure drew close to them, flying past quickly like a shadow in the direction of the volcano, they recognized with the greatest dismay that it was Zarathustra.



 

Jung noted the resemblance to an old ghost story written by the German physician and poet Justinus Kerner:

 

The four captains and a merchant, Mr. Bell, went ashore on the island of Mount Stromboli to shoot rabbits. At three o’clock they mustered the crew to go aboard, when, to their inexpressible astonishment, they saw two men flying rapidly towards them through the air . . . They came past them very closely, in the greatest haste, and to their utmost dismay descended amid the burning flames into the crater of the terrible volcano, Mount Stromboli. They recognized the pair as acquaintances from London.



 

The similarities between the two passages are unmistakable, but Jung concluded that Nietzsche had not intentionally copied Kerner’s work; he had simply forgotten the source of his ideas. A remarkable example of unintentional plagiarism came to the fore after George H. Daniels’s 1971 book, Science in American Society, received a warm review in the journal Science.  In a letter to Science, Daniels wrote that soon after the review appeared, he became aware that parts of the book incorporated quotations from other sources that he had only acknowledged in a general way. “To first cite as a major source the author of a still current book,” explained Daniels, “who, in many cases, would be a likely reviewer of my book, and then to deliberately steal from him, would require a degree of naivete much greater than mine.” What had happened? Reconstructing his efforts, Daniels wrote, he realized he had memorized and unconsciously reproduced the content of several books; when he thought he was describing them generally he was in fact quoting from them. “I have certainly been aware that I had an extraordinary ability to remember material when I wanted to,” Daniels reflected ruefully, “but I have never before realized that I did it unconsciously.”

We are all potentially susceptible to cryptomnesia, and in some instances we can catch ourselves in the act. The psychologist Graham Reed describes a time when he woke up in the middle of the night with a catchy tune running through his mind. He excitedly developed the tune the next morning and worked feverishly on it throughout the day. When he thought about a title for his wonderful new creation, Reed realized it already had one—“The Blue Danube,” a waltz written by Johann Strauss II! People can even unintentionally “plagiarize” their own ideas. The psychologist B. F. Skinner wrote that “one of the most disheartening experiences of old age is discovering that a point you have just made—so significant, so beautifully expressed—was made by you in something you published a long time ago.”

On the face of it, cryptomnesia is difficult to study under controlled conditions: how does an experimenter induce people to unintentionally plagiarize the ideas of others? In 1989, cognitive psychologists Alan Brown and Dana Murphy came up with a procedure for doing so. They asked groups of four people to produce examples from a specified category, one person after another. For example, if the experimenter said “fruit,” the group members might say, in turn, “apple,” “pear,” “orange,” and “peach.” On a later test, people were required to generate new examples from the same categories that no one in the group had previously mentioned. Despite explicit instructions not to produce what others had said, participants sometimes “plagiarized” answers, such as “apple” or “pear,” even though others had previously given them.

Cryptomnesia in this experiment is probably attributable to an unconscious influence of memory known as “priming.” When people hear other group members generate such words as apple or pear, the words become activated, or primed, in memory. The priming persists over time, so that when participants attempt to generate new category members later, the activated words spring to mind easily. Failing to recollect that they previously heard a primed word, people believe that they are producing it for the first time themselves.

Research indicates that cryptomnesia can be reduced by requiring people to pay careful attention to the source of their ideas. The psychologist Richard Marsh asked groups of college students to generate novel solutions to each of two problems: (1) “What are some ways in which the University might be improved?” and (2) “How can the number of traffic accidents be reduced?” Similar to the research described in the previous paragraphs, one group of participants returned a week later and were asked to generate novel solutions that no one in the group had mentioned the week before. Sometimes these students produced ideas that others had suggested the previous week. But when a second group of students returned a week later and tried to generate novel solutions, the researchers explicitly encouraged them to consider carefully whether the idea was new or related in some way to ideas that other group members had proposed the previous week. These students plagiarized less frequently than those in the first group. People sometimes do not spontaneously scrutinize the origins of their ideas, leaving themselves open to the undue influence of priming. Instructions to consider possible origins of an idea can, at least to some extent, override the influence of priming and allow people to take advantage of the information they possess about the source of an idea.

Misattributions in cryptomnesia are produced by two of the same factors that create false recognition: an absence of specific recollections about the source of recalled information, and a failure to carefully consider source information that is potentially available. The resulting misattributions can wreak havoc in everyday life: witness the misguided search for John Doe 2, con artists who exploit the elderly, and the bizarre manifestations of the Fregoli delusion.

Larry Jacoby has noted the similarity between attributions in remembering and those invoked in social situations. In famous experiments conducted by the social psychologist Stanley Schachter, people were injected with adrenaline in a pleasant or a frustrating situation. Subjects in the former group felt happy; those in the latter group became angry. The adrenaline created an ambiguous sense of arousal that people attributed to positive or negative features of the situation. The adrenaline-induced arousal resembles the fluent or speedy mental activity that people sometimes attribute—rightly or wrongly—to a feeling of familiarity rooted in a past experience. Perhaps this sensation is what the French psychiatrist Arnaud had in mind when he tried to explain the peculiar illusion of déjà vu that so often gripped his patient. It was as if Louis received jolts of adrenaline that he struggled to interpret, ultimately attributing them to past experiences that had never occurred.


The odd experiences of a patient like Louis, and the annoying misattributions that happen frequently in everyday life, teach an important lesson about the nature of memory. We often need to sort out ambiguous signals, such as feelings of familiarity or fleeting images, that may originate in specific past experiences or arise from subtle influences in the present. Relying on judgment and reasoning to come up with plausible attributions, we sometimes go astray.

 


  The Update


Déjà Vu: From Past to Future

Most people have experienced déjà vu at least once, but few of us experience it regularly. What would that be like? I began this chapter with Dr. Arnaud’s 1896 case report of Louis, which gives a glimpse into a world of perpetual déjà vu. More than a century later, Pat Long, a journalist at the Times of London, entered that world after he developed epilepsy as a result of a brain tumor that was eventually removed in 2012. He started to experience déjà vu on a regular basis, as frequently as ten times in a day. Writing about his experience in 2017, Long gave his article a disturbing title: “My Déjà Vu Is So Extreme I Can’t Tell What’s Real Anymore.” Trying to understand the basis of these bewildering experiences is no easy task. As I mentioned at the outset of the chapter, possible explanations of déjà vu abound, including exotic ideas rooted in the paranormal. Yet because of the infrequent occurrence and ephemeral nature of déjà vu, historically it has been difficult for scientists to evoke and study it systematically. Happily, that has begun to change over the past decade.

Some of the most innovative research has been conducted by the cognitive psychologist Anne Cleary and her colleagues. Cleary has attempted to test a long-standing idea about déjà vu: the compelling sense of familiarity that characterizes the experience reflects memory for a similar or related experience. If I go to a newly opened restaurant for the first time and am suddenly gripped by the sensation that I’ve been there before, maybe I have been to a restaurant with a similar arrangement of tables, but I’ve never been to this restaurant. To test the idea, Cleary first presented participants with pictures of everyday scenes, such as a bathroom. She later showed them novel scenes that had a similar or dissimilar configuration of elements and asked whether they could recall a related scene that they had seen earlier. When participants failed to recall the original scene, they were more likely to report an experience of déjà vu to a configurally similar novel scene than to a configurally dissimilar novel scene. Cleary and her collaborators then developed a more lifelike virtual reality video version of this procedure in which people explored a virtual environment, such as a hedge garden, comprising a sequence of turns. In the test phase, they saw novel scenes that were configurally similar or dissimilar to the scenes they had encountered during their virtual exploration. Once again, when they did not recall the original scene, they were more likely to report déjà vu to a configurally similar than to a configurally dissimilar scene.

In their most recent version of this procedure, Cleary and her colleague Alexander Claxton looked into one of the most fascinating subjective aspects of déjà vu: the feeling that we know what is going to happen next. Pat Long called this a feeling of “precognition” and experienced it so intensely that he had difficulty telling the difference between real events and illusory ones. In an extension of the virtual reality video paradigm, Cleary told participants as they viewed novel scenes: “Without knowing why, you may also feel a sense of which way to turn next. Indicate which way to turn. Press L for Left and R for Right.” Strikingly, she found that participants claimed to have a feeling of which way to turn more frequently when they reported an experience of déjà vu to a novel, configurally similar scene than when they did not report an experience of déjà vu to this kind of scene. But did they actually know which way to turn? Absolutely not: participants could not predict with above-chance accuracy what the next turn would be, despite their conviction that they knew it. So déjà vu isn’t just a misattribution about what happened in the past, it’s also an illusion about what’s going to happen in the future. As I discuss in The Update in Chapter 8 concerning whether the seven sins are vices or virtues, the link between past and future has become increasingly prominent in memory research during the past decade and may provide key insights into adaptive aspects of memory errors.

Have We Found the Truth Machine Yet?

When we published our first study using brain scanning to distinguish true from false memories back in 1996, my colleagues and I were excited that we could see neural differences between the two. As discussed earlier in this chapter, we soon learned that our success depended on the design details of our experimental procedure: different procedures yielded different results. Now, more than two decades on from that first study, have we come any closer to finding a “memory truth machine”? Yes and no.

Dozens of studies, most of them using ever more sophisticated fMRI procedures and analysis techniques, have attempted to distinguish between actual memories and illusory ones. And we’ve made some progress toward that goal. For example, in 2004 the cognitive neuroscientist Scott Slotnick and I published the results of fMRI experiments in which participants viewed drawings of novel shapes composed of lines and colors that were variations on visually similar prototype shapes the participants had never seen. When given a recognition memory test in the scanner after studying many similar novel shapes, people correctly recognized most of the shapes they had seen earlier—but almost as often, they incorrectly claimed that they had seen a nonpresented prototype. (In contrast, people had little difficulty correctly responding that they had never seen nonpresented shapes that were visually dissimilar to the studied ones.) Even though many of the same brain regions showed similar levels of activity during true and false recognition, there was greater activity in several areas of the visual cortex when people correctly recognized shapes they had actually seen compared with when they falsely recognized prototypes they hadn’t seen. These findings suggest that sensory reactivation could be responsible for this difference: that is, areas in the visual cortex that initially encoded specific features of studied shapes were reactivated by those features on the recognition test, but sensory reactivation occurred to a much lesser extent for nonstudied prototype shapes.

After the publication of our paper, subsequent experiments from my lab and others provided more evidence that this kind of neural sensory reactivation can distinguish true from false memories in other experimental paradigms. And sensory reactivation isn’t the only way that fMRI can tell the difference between true and false memories. For example, a review of the combined results of numerous fMRI studies revealed that areas within the frontal lobe are consistently more strongly engaged during the retrieval of false memories than true memories. These results are exciting, and they reflect hard-earned progress in the quest for what at one time seemed a fanciful notion of an fMRI truth machine. But does this mean that we are ready to bring fMRI into the courtroom to help determine, for example, whether an eyewitness identification is accurate or an alleged victim is recalling a crime correctly? Not so fast.

One problem is that fMRI evidence for distinguishing true from false memories is the product of averaging across both items (e.g., many novel shapes) and participants (most fMRI studies now use groups of twenty to forty participants). Researchers use averaging in an attempt to boost the strength of the fMRI signal. In the courtroom, however, we need to determine the objective memory status of a single event in a single person, and we don’t yet have evidence that any fMRI truth machine is up to that task.

But we are making some progress toward that goal. A promising technique that has become increasingly popular in fMRI research involves training a “pattern classifier” to “decode” a person’s mental state. For example, in a study of face recognition, the cognitive neuroscientists Jesse Rissman and Anthony Wagner fed a pattern classifier large amounts of data regarding both brain activity associated with successful recognition of a recently seen face and brain activity associated with a failure to recognize a recently seen face. The next question was whether, armed with this information, the classifier could determine whether a single participant subjectively recognized a single face on which the classifier had not been explicitly trained. The answer was yes: the pattern classifier could reliably decode whether or not a person believed that they were remembering a previously encountered face.

That’s very impressive, but could the classifier also tell whether a person had actually seen a specific face, regardless of what the person believed? There was little evidence that it could. However, to distinguish a true from a false memory for a single event, a classifier would have to be able to determine the objective status of the memory. We don’t have evidence yet that this feat can be achieved convincingly for a single event in a single person. Still, research using pattern classifiers is progressing rapidly, and there is a growing emphasis in the field on using data from individuals rather than group averages. These trends provide reasons for optimism that an eventual fMRI truth machine is not just a flight of fancy.

Nonetheless, problems remain. For example, lab studies of true and false memories typically require people to remember shapes and word lists, but we don’t know whether results obtained with these kinds of materials apply to the rich, multimodal experiences that occur in everyday life outside the lab. Neuroimaging research, including work from my own lab, has increasingly focused on examining brain activity associated with everyday experiences outside the lab, but more of this kind of work will be needed before we can apply fMRI to true and false memories in the courtroom.

Even if these limitations can be overcome, couldn’t people use strategic countermeasures in an attempt to “beat the test”? Consider a 2015 study that employed a version of the face recognition paradigm developed by Rissman and his colleagues. The researchers instructed participants to respond truthfully to some faces and to use countermeasures when responding to others. They used two kinds of countermeasures. First, when participants believed they had seen a face earlier, they were instructed to call the face “new” (a lie) and to focus on features of the face, such as exposure and lighting, that they had not attended to previously. The idea here was to enhance the brain’s novelty response and thus hide the participants’ experience of remembering. Second, when participants believed they had not seen a face earlier, they were instructed to call the face “old” (another lie) and to dredge up personal memories related to someone they knew who looked like the target face. The idea was that this memory would mislead the pattern classifier into determining that the participant had actually seen the novel face. Both countermeasures worked: when people used them, the classifier failed to decode memories that it could successfully decode when people responded truthfully.

What does this all mean? We’ve made advances in understanding the neural basis of misattribution during the past two decades, but we need to make a lot more progress before we can apply this understanding to decoding specific memories in the courtroom. Evidence on wrongful convictions, extreme déjà vu, cryptomnesia, and other examples considered in this chapter highlight the fact that misattribution can create significant problems in everyday life. In addition, when misattribution combines with another of memory’s sins—suggestibility—people can develop detailed and strongly held recollections of complex events that never occurred. Beginning in the 1990s, such recollections were linked with deeply troubling events concerning eyewitnesses in court cases, false memories of childhood sexual abuse, and abuse allegations against daycare centers and preschools. The resulting shock waves fractured families and shattered lives.
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  The Sin of
 Suggestibility


SHORTLY AFTER AN El Al cargo plane took off from Schiphol Airport in Amsterdam on October 4, 1992, two engines failed and the pilots attempted to return to the airport. They never made it back: the plane crashed into an eleven-story apartment building in a southern suburb, killing thirty-nine residents and all four members of the airline crew. Reporters and television cameras descended on the chaotic scene, and the tragedy dominated news in the Netherlands for days. People throughout the country saw, read, heard, and talked about the catastrophe.

Ten months later, a group of Dutch psychologists probed what members of their university communities remembered about the crash. The researchers asked a simple question: “Did you see the television film of the moment the plane hit the apartment building?” Fifty-five percent of respondents said “yes.” In a follow-up study, two-thirds of the participants responded affirmatively. They also recalled details concerning the speed and angle of the plane as it hit the building, whether it was on fire prior to impact, and what happened to the body of the plane right after the collision. These findings are remarkable because there was no television film of the moment when the plane actually crashed.

The psychologists had asked a blatantly suggestive question: they implied that television film of the crash had been shown. Respondents may have viewed television footage of the postcrash scene, and they probably read, imagined, or talked about what might have happened at the moment of impact. Spurred on by the suggestive question, participants misattributed information from these or other sources to a film that they never watched.


In 1997, a PBS television audience watching a Scientific American Frontiers documentary on memory hosted by Alan Alda learned that something similar can result from a seemingly innocent everyday activity: looking at photographs. In collaboration with the show’s producers, I devised a memory experiment based on my laboratory’s research; Alda was the naive but willing subject. We met at a park in Brookline, Massachusetts, on a sunny fall morning; the camera rolled as we sat on a bench in front of a young man and woman about to begin a staged picnic. Alda knew they were actors and suspected that his memory would be tested. He paid close attention as the pair enjoyed a drink, put on sunscreen, combed their hair, ate a sandwich, took a picture, and did various other things that people would be more or less likely to do while enjoying a picnic on a beautiful day.

Two days later, we met in my Harvard office. I showed photographs of the bucolic scene to Alda, asking him only to judge the aesthetic quality of each one. He quickly sensed that I was up to something. When he saw a photo of the actors eating potato chips—and failed to remember any potato chips at the picnic—he identified the experiment’s key feature. Some photos showed events that had actually occurred at the picnic, whereas others were visual suggestions: they showed actions that might have happened but did not. He wondered aloud whether we had set out to play tricks on his memory.

After finishing up with the photos, I told Alda that I was going to read out loud a series of objects and actions and instructed him to say “yes” when he remembered an item from the picnic. He had to be careful, I warned, because—just as he suspected—some of the items had appeared only in the photos he had just seen and were not part of the actual picnic. Despite his skepticism and generally accurate memory, Alda soon stumbled: he claimed to remember seeing the young woman file her nails at the picnic, but she had done so only in a photo he had seen minutes earlier. He stumbled again moments later when he recalled a bottle of water at the picnic that had appeared only in a photo. Alda accepted his erroneous recollection with characteristic good humor, and I assured him that his experience was common.

Suggestibility in memory refers to an individual’s tendency to incorporate misleading information from external sources—other people, written materials or pictures, even the media—into personal recollections. Suggestibility is closely related to misattribution in the sense that the conversion of suggestions into inaccurate memories must involve misattribution. However, misattribution often occurs in the absence of overt suggestion, making suggestibility a distinct sin of memory.

Suggested memories can seem as real as genuine ones. On May 31, 2000, a front-page story in the New York Times described the baffling case of Edward Daly, a Korean War veteran who made up elaborate—but imaginary—stories about his battle exploits, including his involvement in a terrible massacre in which he had not actually participated. While weaving his delusional tale, Daly talked to veterans who had participated in the massacre and “reminded” them of his heroic deeds. His suggestions infiltrated their memories. “I know that Daly was there,” pleaded one veteran. “I know that. I know that.”

Suggestibility is worrying for multiple reasons: leading questions can contribute to eyewitness misidentifications; suggestive psychotherapeutic procedures may foster the creation of false memories; and aggressive interviewing of preschool children can result in distorted memories of alleged abuses by teachers and others. The stakes are high in these cases, so understanding and countering suggestibility is just as important for addressing social and legal concerns as it is for furthering psychological theory.

Influencing Eyewitnesses

In the Dutch study of El Al crash memories, researchers provided factually incorrect information regarding the existence of film that captured the plane colliding with an apartment building. In so doing, they followed a procedure pioneered by the University of Washington psychologist Elizabeth Loftus that has since been used in numerous laboratory studies. People first witness an everyday event on slides or videotape, then answer a question containing misleading suggestions about the event, and finally take a memory test that probes their recollections of the original incident. For example, in a study by the psychologist Philip Higham, participants viewed videotape of a staged robbery at a convenience store. They were then given misleading suggestions about an item of clothing worn by the store attendant and later tried to remember the attendant’s clothing and other details of the scene.

Describing the procedure to a psychology class from his own memory, a research student who had helped to carry out the project explained that in the video the attendant wears a white apron. He confidently elaborated on the details of his recollection to convey to the students exactly what happened. Much to his shock, the student soon discovered that he had unwittingly demonstrated the power of the effect he was investigating. The attendant did not wear a white apron in the video; it had been suggested later by the experimenter.

Previous experiments had shown that suggestive questions produce memory distortion by creating source memory problems like those in the previous chapter: participants misattribute information presented only in suggestive questions about the original video. Higham’s results provide an additional twist. He found that when people took a memory test just minutes after receiving the misleading question, and thus still correctly recalled that the “white apron” was suggested by the experimenter, they sometimes insisted nevertheless that the attendant wore a white apron in the video itself. In fact, they made this mistake just as often as people who took the memory test two days after receiving misleading suggestions, and who had more time to forget that the white apron was merely suggested. The findings testify to the power of misleading suggestions: they can create false memories of an event even when people recall that the misinformation was suggested.

The results have potentially important implications for police interrogations of eyewitnesses because they imply that when suggestive questioning is used, memories for an original event may be altered even when people realize that the interrogator mentioned a critical bit of information. Although few data are available regarding the extent of suggestive questioning of eyewitnesses, a British study using actual interviews indicates that approximately one of every six questions that police posed to eyewitnesses was in some way suggestive.

In the numerous misinformation studies based on the work of Elizabeth Loftus, memory distortion results from suggestions that provide blatantly inaccurate information, such as a nonexistent white apron. But even more subtle suggestions that do not contain specific inaccuracies can also influence eyewitness testimony. Consider this excerpt from a Missouri case:

 

EYEWITNESS TO A CRIME ON VIEWING A LINEUP: Oh, my God . . . I don’t know . . . It’s one of those two . . . but I don’t know . . . Oh, man . . . the guy a little bit taller than number two . . . It’s one of those two, but I don’t know.

EYEWITNESS THIRTY MINUTES LATER, still viewing the lineup and having difficulty making a decision: I don’t know . . . number two?

OFFICER ADMINISTERING LINEUP: Okay.

DEFENSE ATTORNEY, MONTHS LATER . . . AT TRIAL: You were positive it was number two? It wasn’t a maybe?

EYEWITNESS: There was no maybe about it . . . I was absolutely positive.

 

The eyewitness spent about thirty minutes viewing a lineup of four people while trying to identify her attacker from among them. She expressed considerable doubt while making her choice, but later at trial disavowed that she had experienced even a hint of uncertainty. The psychologist Gary Wells wondered whether confirming feedback from the administering officer—simply saying “okay”—served as a suggestive procedure, increasing the witness’s confidence in her memory. If so, the implications for courtroom testimony would be significant: an eyewitness’s level of confidence is the single most important determinant of whether a jury believes that the witness has identified a suspect correctly. When confronted with a highly confident eyewitness, juries tend to focus more on that person’s believability than on the original witnessing conditions that may have made it difficult for the witness to perceive or identify the perpetrator. Even though juries believe confident witnesses more than uncertain ones, and a growing body of research indicates that confidence can be a highly reliable indicator of the accuracy of a memory, there are also conditions in which eyewitness confidence bears a tenuous link to eyewitness accuracy. To make matters worse, eyewitness confidence can be inflated when a witness is told that another witness identified the same suspect, or when witnesses rehearse their testimony repeatedly during trial preparations. Clearly, eyewitness confidence is not set in stone at the time an event occurs. But is it so malleable that seemingly innocuous confirming feedback—a mere “okay”—can inflate it significantly?

To find out, Wells and Amy Bradfield showed people a security video in which a man enters a Target store, and told them that in the moments following the scene they witnessed, the man murdered a security guard. The subjects then tried to identify the gunman from a set of photos—even though the actual gunman did not appear in any of the photos. Some participants received confirming feedback: “Good, you identified the actual suspect.” Others received no feedback, and still others received disconfirming feedback that the suspect was in one of the photos they had not selected. Finally, all subjects assessed how well they had been able to view the suspect and evaluated the certainty, clarity, and other features of their memories.

Compared with those who received disconfirming or no feedback, people who received confirming feedback claimed higher confidence and trust in their memories, a better view and clearer recollection of the gunman, and heightened recall of facial details. There was, of course, no basis for these claims: subjects in all three conditions had the same opportunity to perceive and remember the gunman. Despite the fact that the witnesses were dead wrong, their confident assertions of a good initial view of the suspect and a clear, detailed recollection would have been extremely convincing to a jury.

These findings are especially important in light of the legal criteria for evaluating the validity of eyewitness reports. Faced with evidence that suggestive questioning could influence eyewitness testimony, in 1972 the Supreme Court ruled in Neil v. Biggers that such procedures do not necessarily disqualify an eyewitness account if there are grounds to believe that the report is fundamentally accurate. The Biggers criteria hold that the probable accuracy of an eyewitness account depends on the witness’s certainty, ability to describe the suspect, and initial opportunity to view and pay attention to a crime (as well as on the amount of time between the incident and attempted identification). As Wells and Bradfield point out, however, their results show that confirming feedback, for instance, can influence several of the very criteria used to evaluate the credibility of evidence obtained with suggestive procedures, creating a type of Catch-22:

 

An argument that the use of feedback is suggestive would not result in a successful motion to suppress the evidence because the eyewitness is certain, claims to have had a good view, and so on. Of course, the eyewitness is certain, claims to have had a good view, and so on because of the suggestive procedure, but the Biggers criteria do not allow for such an analysis . . . Arguing that a suggestive procedure is not a problem because of the eyewitness’s high standing on the Biggers criteria is a bit like arguing that a forensic DNA procedure that contaminated the suspect’s blood with the sample at the crime scene is not a problem because the lab results show that the match is virtually perfect.



 

In light of Wells and Bradford’s results and the court’s reliance on the Biggers criteria, it is difficult to overemphasize the importance of limiting suggestive procedures during police interviews. But suggestibility is not the only concern that police confront when interviewing an eyewitness: they want to elicit as much accurate information as possible. To improve eyewitness recall, some police professionals advocate the use of hypnosis. The hypnotist uses an induction technique that directs the subject to relax and concentrate on a specific object or activity: staring at a picture on the wall while experiencing the sensation that one’s eyelids are becoming heavy, or imagining oneself lying on a warm beach. Once a sufficiently deep hypnotic state has been established, the hypnotist attempts to prod recall by asking the subject to go back in time and reexperience the original event, or perhaps imagine a giant television screen that depicts the incident they witnessed.

Hypnotic procedures sometimes produce spectacular outcomes in actual crimes. One of the most impressive occurred in the 1976 kidnapping of twenty-six children and their bus driver in Chowchilla, California. Three masked men hijacked the bus at gunpoint, took the children and the driver to a quarry, and buried them six feet underground. After the children and driver miraculously escaped, FBI agents tried unsuccessfully to obtain information from them about the kidnappers. The bus driver then submitted to a hypnotic interview and recalled correctly five of six numbers from the license plate of the kidnappers’ van. This crucial information ultimately led to the arrest and conviction of all three criminals.

Despite this and other impressive successes, the status of testimony obtained through the use of hypnosis remains controversial. Hypnotic procedures frequently elicit inaccurate reports and sometimes amplify the suggestive effects of misleading information. Reviews of the scientific literature have turned up little or no evidence that hypnosis reliably enhances the accuracy of eyewitness memory. But hypnosis can bolster witness confidence. In view of its potentially powerful impact on juries, the specter of confident—but inaccurate—testimony from a witness who had been hypnotized continues to be a source of grave concern.

Advocates of hypnotically aided testimony, such as the forensic psychologist Martin Reiser, highlight dramatic successes and point out that hypnosis does not invariably lead to heightened suggestibility. And, indeed, if an investigation is stalled and other procedures have failed, hypnosis might be useful for obtaining leads that can be subsequently checked by independent evidence. Hypnosis can also serve as a kind of “face-saving” device. Sometimes witnesses are initially reluctant to provide information for fear of reprisals or personal embarrassment. If they later change their minds but want to avoid admitting having lied earlier, they can “recover” a memory through hypnosis. Indeed, such face-saving incidents could account for some of the apparent successes of hypnotic interviews.

Because of problems with hypnotically aided testimony, researchers have sought to develop other procedures for increasing the retrieval of accurate information from eyewitnesses without also increasing suggestibility. One effective approach is known as the “Cognitive Interview.” Developed initially in the 1980s by the cognitive psychologists Ronald Fisher and Edward Geiselman, the Cognitive Interview is based on findings and ideas established in controlled studies of memory and specifically avoids the use of suggestive or leading questions. The original Cognitive Interview included four components. The first involves asking a witness to try to report everything about the relevant incident, important because police often ask highly specific questions that do not maximize witness recall, such as “What color was his shirt?” instead of “Describe your attacker.” To stimulate recall of details that may not be retrieved initially, a second component of the Cognitive Interview requires the witness to try to reinstate mentally the context or setting in which the incident occurred. Numerous laboratory studies have shown that such mental reinstatement of context can enhance memory retrieval. Third, witnesses are asked to try to recall events in different temporal orders: starting at the beginning and proceeding to the end, and vice versa. This procedure, too, has yielded improved recall in controlled studies. Finally, witnesses are asked to try to take different perspectives on an event, such as mentally viewing the event from the perspective of the perpetrator or the victim, to help them notice features of the incident that they otherwise might have overlooked. In the early 1990s, these four cognitive procedures were supplemented with procedures that foster social interaction and communication between the interviewer and the witness.

Many experiments have compared the Cognitive Interview to standard police interviewing techniques. Virtually all of them find that the Cognitive Interview yields significant—and sometimes extremely large—gains in witness recall. These effects have been observed with various types of interviewers, ranging from novice college students to experienced police officers, and with different types of witnesses, including a range of adults, elderly individuals, and children.

As with hypnosis, however, the Cognitive Interview can yield greater reporting of inaccurate information. But the amount of inaccurate information is typically small—many studies find no sign of it at all—and there is no evidence that the Cognitive Interview reduces eyewitness accuracy. Because the results so far indicate that the Cognitive Interview raises recall without a corresponding increase in suggestibility, many police—including all police forces in England and Wales—receive training in the Cognitive Interview and use it routinely when interrogating witnesses. Further, several features of the Cognitive Interview are included in the guidelines for collecting eyewitness evidence developed by former attorney general Janet Reno’s working group in the 1990s (see Chapter 4).

Suggestibility is also a concern in relation to a highly disturbing outcome of some police interrogations: false confessions. Some false confessions occur because suspects wish to terminate mental or physical abuse even though they know they did not commit a crime; others happen spontaneously, without coercion, and may reflect attention seeking or related pathology. But in a subset of false confessions—nobody knows exactly how many—people develop the false belief that they committed a crime. The Harvard professor Hugo Munsterberg was the first psychologist to call attention to this latter type of false confession. In his classic 1908 book, On the Witness Stand, Munsterberg observed that emotional stress, combined with social pressure and suggestion, could distort memory to the point that people falsely believe they have committed a crime.

False confessions by political prisoners were widespread in the Soviet Union during the heyday of totalitarian rule. “The Communists are skilled in the extraction of information from prisoners and in making prisoners do their bidding,” observed the authors of a 1956 article on Communist interrogation techniques. “It has appeared that they can force men to confess to crimes which they have not committed, and then, apparently, to believe in the truth of their confessions and express sympathy and gratitude toward those who have imprisoned them.”

Even in modern Western societies, people continue to make false confessions in which they mistakenly believe in their own guilt. In a bizarre case reported in the 1970s, Peter Reilly came home to discover the body of his murdered mother. He immediately notified the police, who identified him as a suspect and administered a polygraph test, which Reilly failed. Though initially he denied the murder, Reilly eventually became convinced that he must have committed the crime and signed a written confession. Two years later, he was exonerated by new evidence showing that he could not have murdered his mother.

Reilly’s experience illustrates what the clinical psychologist Gisli Gudjonsson calls a “memory distrust syndrome.” Although Reilly did not develop detailed recollections of having committed murder, in the face of coercive questioning by police he began to distrust his own memory and eventually disregarded it entirely. To abandon trust in his memory for such a grisly event—more precisely, in his failure to recollect the murder—Reilly would have had to abandon the memory monitoring strategy called the “distinctiveness heuristic”: expecting to remember distinct details of an experience (see Chapter 4). Normally, someone who participated in a horrific event such as murdering his own mother would surely expect to remember the incident. The memory distrust syndrome can develop when it is plausible that one might forget even a violent crime—perhaps when a person is intoxicated or believes he could have repressed a horrendous event. When somebody no longer expects to remember an event clearly, it is easier to distrust memory.

In some instances of false confessions, suspects initially believe in their own innocence, but in the course of suggestive police questioning, they may eventually develop specific recollections of a crime they did not commit. In a highly publicized case from the mid-1990s, the Washington State sheriff’s deputy Paul Ingram confessed to the sexual abuse of his two daughters and participation in a bizarre cult that included satanic rituals, animal sacrifices, and the murder of babies. In response to coercion and bullying from local police officers, Ingram had reported full-blown “memories” of these ghastly activities—memories that he came to believe he had previously repressed. Even though no hard evidence for any of the confessed activities was ever produced and Ingram eventually retracted his confession, he was sent to prison and served time until his release in 2003.

Coercive questioning by police is frequently involved in false confessions. Gisli Gudjonsson and associates in London described the bizarre conclusion of a case involving a seventeen-year-old man who had been routinely interviewed by police in connection with the investigation of a brutal murder. He became preoccupied with “visions” of the victim’s face and began to wonder whether he had committed the crime. The young man turned himself in to police voluntarily, initially stating that “it might have been me,” but that “I don’t know if I killed her or not. I keep seeing her.” During the course of the next twenty-four hours, he developed the belief that “I must have done it because I can see a picture of her,” and then finally asserted with conviction that “I am sure I killed her . . . I know I did it.” Although there was no other evidence to support this claim, the man was imprisoned on the basis of his written confession. He served twenty-five years of his sentence before new evidence led to a reversal of his conviction.

This latter case raises the possibility that some individuals may be especially prone to false confessions because they are easily suggestible. Gudjonsson has developed a scale for measuring individual differences in what he calls “interrogative suggestibility”: the tendency to change claims about the past in response to misleading information and suggestive questions. Gudjonsson found that people who had made a criminal confession that they later retracted were more influenced by suggestive questions than “deniers” who steadfastly refused to acknowledge any involvement in a crime despite forensic evidence against them. The memory performance of the two groups on standard clinical tests did not differ.

It is still hard to fathom how anyone could admit to carrying out an act—much less a violent crime—that he or she did not commit. The memory sins considered earlier in the book—transience, absent-mindedness, blocking, and some types of misattribution—are so familiar from our daily experience that we can relate to them all too easily. But the kind of suggestibility involved in false confessions is alien to the realities of everyday remembering and forgetting. Not surprisingly, mock juries are highly skeptical of the possibility that people would ever confess to crimes they did not commit.

Experiments by Saul Kassin and his colleagues showed that false confessions may not be as aberrant as they first seem. College students seated at a computer were instructed to type in a series of spoken letters—one group typed at a hurried pace, another at a more leisurely rate. All of the students had been instructed not to press the Alt key because it would cause the program to crash. None of the students actually hit the Alt key, but the experimenter falsely accused them of doing so. After denying the charge, half the students in each group heard a confederate “witness” say that she saw the error; there was no witness for the other students. Nearly 70 percent of the students eventually signed a false confession that they had hit the Alt key. The effect was particularly striking in the group that had typed quickly and also heard a witness back up the experimenter: all of them signed the confession, and 35 percent produced a detailed false recollection of how they had made the error.

Kassin’s results are troubling, because they suggest that under the right conditions many of us can be induced to confess to an act that we never performed. Of course, people may not expect to remember hitting the Alt key on a computer, whereas they would ordinarily expect to remember committing a violent crime. It may be relatively easier to make people confess to hitting the Alt key than to committing a crime because they are less likely in the experimental situation to invoke the distinctiveness heuristic: “If I committed this act, I surely would remember it.” This interpretation is supported by the finding that false confession was especially common in people who typed rapidly during the initial task. These individuals probably expected less from their memories than those who typed more slowly, perhaps reasoning that because they typed so quickly, they were likely to make a mistake and unlikely initially to remember doing so.

The consequences of suggestibility in eyewitness testimony and police interrogation can be shattering, but its harmful effects are not confined to these public arenas. Suggestibility can even shape recollections of the mostly intensely personal and private aspects of our pasts.

The Rise and Fall of False Memory Syndrome

In 1992, a group of alarmed middle-aged adults formed the first organization ever dedicated to the topic of memory distortion: the False Memory Syndrome Foundation. Comprised mainly of parents in the midst of disturbing conflicts with their adult daughters, the early members of the foundation told stories that seemed shocking at the time but became numbingly familiar as the 1990s progressed. Educated and intelligent middle-class women entered psychotherapy for depression or related problems, only to emerge with recovered memories of previously forgotten childhood sexual abuse, typically perpetrated by fathers and sometimes by mothers. The parents who formed the foundation, and many others like them, angrily disputed the validity of the memories their children embraced. Accusers and their supporters castigated the parents for denying a reality they could not accept.

As I mentioned in Chapter 3, some recovered memories of childhood abuse that people had not thought about for years have been corroborated and appear to be accurate. But when the crisis first boiled over in 1992, many professionals and accused parents were quick to blame an alleged epidemic of false memories on suggestive techniques used by some psychotherapists—hypnosis, guided imagery exercises where people imagine possible abuse scenarios, and the like—to call up supposedly forgotten traumas. As the 1990s unfolded, several kinds of evidence indicated that many recovered memories are inaccurate: implausible recollections of bizarre practices in satanic cults whose existence was never documented; the lack of scientific support for commonly used memory recovery techniques; and a steadily increasing number of women who retracted their memories. Early on, however, memory researchers were roped into the fray as potential arbiters of the reality of recovered memories. Many pressing questions required solid scientific answers: Is it possible to create false memories of traumatic autobiographical events? What kinds of techniques are most likely to promote illusory recollections? Are certain kinds of people especially susceptible to implantation of memories for events that never happened?

In the early 1990s, memory researchers did not have good answers to these questions. Psychologists knew in general terms that memory is suggestible, but for the most part they had to rely on evidence from such experimental techniques as those pioneered by Elizabeth Loftus, in which suggested details of an event seep into the recollections of eyewitnesses. Critics objected—and rightly so—that these kinds of suggested memories involve little more than the minutiae of an experience; they do not demonstrate or imply that people can develop full-blown false recollections of a trauma such as sexual abuse. Memory researchers, the critics contended, would have to do far better before their findings could inform the ongoing debate. And they did. In an ironic contrast to its devastating effects on families, and the bitter divisions it produced within psychology and psychiatry, the recovered memories debate had a salutary effect on memory research by stimulating a new wave of studies on suggestibility.


Appropriately enough, Elizabeth Loftus—a pivotal figure in earlier suggestibility studies and a lightning rod in the recovered memories debate—reported one of the first attempts to implant experimentally a mildly traumatic autobiographical incident. In what came to be known as the “lost in the mall” study, a teenager named Chris was asked by his older brother Jim to try to remember the time Chris had been lost in a shopping mall at age five. He initially recalled nothing, but after several days Chris produced a detailed recollection of the event. The study achieved instant notoriety because, according to Jim and other family members, Chris never was lost in a shopping mall. Following up with a larger group of twenty-four participants, Loftus documented that after several probing interviews, approximately one-quarter of the participants falsely remembered being lost as a child in a shopping mall or a similar public place.

The psychologist Ira Hyman and his group at Western Washington University successfully implanted false memories of other childhood experiences in a significant minority of participants in their experiments. Hyman asked college students about various childhood experiences that, according to their parents, had actually happened. He also asked them about a false event that, their parents confirmed, had never happened. For instance, students were asked: “When you were five you were at the wedding reception of some friends of the family and you were running around with some other kids, when you bumped into the table and spilled the punch bowl on the parents of the bride.” Participants accurately remembered almost all of the true events but initially reported no memory for the false events. However, approximately 20 to 40 percent of participants in different experimental conditions eventually came to describe some memory of the false events in later interviews. In one experiment, more than half of the participants who produced false memories described them as “clear” recollections that included specific details of the central event, such as remembering exactly where or how they spilled the punch. Just under half reported “partial” false memories, which included some details but no specific memory of the central event.


Hyman’s results implicate visual imagery as a culprit in suggested memories. People in his studies who produced false memories of childhood experiences scored higher on scales that measure vividness of visual imagery than did individuals whose recollections were more accurate. Further, when Hyman and associates specifically instructed people to try to imagine an event if they could not recall it initially, they found more false memories compared with when participants were allowed to sit quietly and think about whether the event had occurred. These results make sense in light of other evidence that true recollections of actual events are often characterized by rich and detailed visual imagery. If imagery is a kind of mental signature of true recollections, then embellishing a false memory with vivid mental images should make it look and feel like a true memory.

In collaborative work with Elizabeth Loftus, the Italian psychologist Giuliana Mazzoni asked whether another type of suggestive procedure can produce false memories: dream interpretation. Some therapists use their patients’ dreams to make inferences about what happened to them in the past. Could dream interpretation help to create, rather than reveal, past experiences? To find out, Mazzoni and Loftus asked people to rate their confidence that various kinds of experiences had or had not happened to them. One group then participated in an ostensibly unrelated task two weeks later in which a clinical psychologist interpreted their dreams. The psychologist suggested to them that their dreams included repressed memories of events that had happened to them before the age of three—upsetting experiences such as being abandoned by parents, getting lost in a public place, or being lonely and lost in unfamiliar surroundings. The participants previously indicated that such events had never happened to them. Nonetheless, when they were again asked about early experiences two weeks after having their dreams interpreted, the majority now claimed to remember one or more of the three suggested experiences for which they had previously denied any memory. Nothing of the sort was found in a control group that did not receive any suggestions regarding their dreams.


The kinds of events falsely recollected in the studies by Loftus, Mazzoni, and Hyman are sometimes mildly upsetting but do not involve serious trauma. Additional experiments obtained similar results with more disturbing events. Using procedures like those reported by Hyman, the Canadian psychologist Stephen Porter and his coworkers successfully implanted false childhood memories of a serious animal attack, serious outdoor accident, and serious harm perpetrated by another child in approximately one-third of the college students in their experiments. Of course, there may be limits to the kinds of memories that can be successfully suggested. In one study, for example, 15 percent of participants generated false recollections of being lost in a shopping mall, but none generated false memories of a childhood enema.

Still, it’s hard not to be impressed by just how many different kinds of memories can be suggested. Consider, for instance, your very earliest recollection: What is the first thing you can recall from childhood? The psychoanalyst Alfred Adler believed that earliest memories have great psychological significance, providing impor­tant insights into the very core of an individual’s personality. For most of us, earliest memories date from three to five years of age; there is no evidence that people can remember incidents that occurred before they were two years old, most likely because the brain regions necessary for episodic memory are not yet fully mature until that age.

In one study, people generally reported earliest memories from when they were three or four years old, as in most previous research. The experimenters then introduced a suggestive procedure in which they asked subjects to visualize themselves as toddlers and try to “get in touch” with even earlier memories. They offered assurances that just about anyone can remember very early events, such as a second birthday, by “letting go” and working hard to visualize the event. Following the suggestive procedure, people reported earliest memories that dated, on average, to approximately eighteen months—well before the accepted offset of childhood amnesia. Indeed, one-third of those exposed to the suggestive procedure reported an earliest recollection from prior to twelve months, whereas nobody did so without suggestion. Because there is no other evidence that people can recall events from this early in their lives, these newly discovered “memories” almost certainly do not reflect accurate recall of events. Consistent with this idea, those individuals who came up with earliest memories from prior to twenty-four months were more suggestible on Gudjonsson’s interrogative suggestibility scale than those who did not.

Visualization is not the only suggestive procedure that can influence what people claim to remember about early childhood. In a separate study, hypnotic suggestions yielded earlier autobiographical memory reports than hypnotists’ instructions to relax or to count numbers visually; nearly four of every ten participants who received hypnotic suggestions claimed to remember events that occurred at or before their first birthday.

If doubts linger about whether memories dating prior to the age of two years are products of suggestion rather than accurate recovered memories, results from the laboratory of the Canadian hypnosis researcher Nicholas Spanos should end the debate. Consider the following question: Can you recall whether at the hospital where you were born a colored mobile hung above your crib? Of course you cannot. Spanos and his collaborators told people they wanted to find out whether there were colored mobiles above their birth cribs. They informed one group that hypnosis allows people to remember events from the first days of life by regressing them to an earlier time so that they can relive those experiences. These individuals then received a hypnotic regression treatment and mentally “returned” to the day after their birth. A second group listened to the same speech that hypnosis can unlock early memories and then heard that they would receive an equally effective nonhypnotic treatment called “guided mnemonic restructuring.” They were encouraged to “reexperience” the day after their birth but were not administered a hypnotic regression treatment. A control group was told nothing about hypnosis or memory enhancement and simply tried to recall what dangled over their cribs the day after they were born.


No one in the control group came up with memories of a mobile over their crib, but about half of the individuals in the other two groups did. Regardless of whether they actually received hypnotic regression treatment, some people who had been led to expect that they would be able to recall experiences from the first day after their birth expressed a strong belief that they had done so.

Though not unprecedented—other evidence shows that people sometimes “remember” past lives and alien abductions, usually under the influence of hypnosis—these results are important because they underscore the key role of expectancies in producing false memories. The mere suggestion that participants should expect to recall something from the first day of life was sufficient to lead half of an otherwise ordinary sample of introductory psychology students to believe that they had recovered a patently preposterous memory.

Based on what I said in Chapter 4 about the distinctiveness heuristic and what we expect from our memories, it is perhaps not surprising that people readily come up with false memories from early childhood and infancy. Ordinarily we would not expect to recall the incidents of early life with vividness or clarity in the same way that we would expect to do so for a recent event. It is extremely difficult to implant false memories of salient personal experiences that allegedly occurred yesterday, such as becoming lost in a shopping mall, because we expect to remember yesterday’s events with some clarity and detail. For recent events, we can invoke a distinctiveness heuristic: if the suggested event occurred, we would remember it vividly. But we expect little of recollections from early childhood and thus are more likely to interpret fuzzy images or vague feelings of familiarity as signs of an emerging memory, particularly if we are instructed to expect that such recollections are possible.

Suggestibility’s pernicious effects highlight the idea that remembering the past is not merely a matter of activating or awakening a dormant trace or picture in the mind, but instead involves a far more complex interaction between the current environment, what one expects to remember, and what is retained from the past. Suggestive techniques tilt the balance between these contributors so that present influences play a much larger role in determining what is remembered than does what actually happened in the past.

At the same time, results like those reported by Spanos and others provide a sobering perspective on the recovered memories controversy. Recollections of early experiences are extremely malleable, more so than many would have believed before these studies were reported. When suggestive techniques such as hypnosis and guided imagery are used to hunt for memories from vulnerable periods of childhood, they comprise a potentially dangerous recipe for producing false memories. Surveys of psychotherapists conducted in the early and mid-1990s indicate that many believe that hypnosis and guided imagery can unlock buried childhood memories, and therefore use these techniques to stimulate clients’ recollections. In view of the data we’ve considered, it should not be at all surprising if a subset of those clients recalled events that never occurred.

People with especially vivid imagery and those who score high on interrogative suggestibility scales appear to be at risk for creating some types of false memories. Ira Hyman also found that individuals who obtain high scores on a scale that measures self-reported tendencies toward lapses in attention and memory are more likely to create false childhood memories than people who obtain lower scores on that scale. Experiments with college students reveal that higher scores on that scale are also associated with greater false recognition of semantic associates—words such as sweet after the study of related words such as candy, sour, sugar, bitter, and so forth (see Chapter 4). A study in my laboratory led by Susan Clancy documented a similar relationship in adult women. In that study, we found that women who reported recovered memories of childhood sexual abuse showed elevated false recognition of semantic associates on the sweet test compared with women who were abused as children and always remembered it and with nonabused control subjects.

It is conceivable that the women reporting recovered memories were abused as children, forgot about it, and later recalled the abuse; the early trauma might have been responsible for heightened susceptibility to false recognition. However, this hypothesis does not explain why women who reported recovered memories showed more false recognition than women who always remembered their abuse. An alternative possibility is that the recovered memories were inaccurate, reflecting a vulnerability to memory distortion, which also results in more false recognition of semantic associates. We cannot be certain about the causal sequence: early trauma produces heightened false memories, or greater susceptibility to false memories produces inaccurate reports of early trauma. However, Clancy led another study that found that people who “remembered” being abducted and abused by aliens also showed increased false recognition of semantic associates. Because such abduction memories are surely false, these results indicate that heightened false recognition of semantic associates in the laboratory may indeed reflect elevated risk for experiencing false memories outside the lab. At the very least, our results add to the evidence that some people are more vulnerable to false recognition than others.

As the 1990s concluded, there were clear signs that the recovered memory crisis had started to ease. Perhaps because of new knowledge about suggestibility and memory that encouraged therapists to adopt a more conservative approach to memory recovery, and perhaps because of successful lawsuits brought against them by retractors, the incidence of new cases involving disputed recovered memories plummeted. In the False Memory Syndrome Foundation’s Winter 1999 issue of its newsletter, the director, Pamela Freyd, reported that the foundation “now receives dramatically fewer calls and letters from people asking for assistance.” She concluded, “The drop is of such magnitude that we can finally phase out that part of the FMSF organization that responded to those calls.” The rise and fall of the recovered memories controversy paralleled a related crisis that hinged on the suggestibility of the most vulnerable memories of all.


Suggestibility in Preschool

On April 19, 1999, the Boston attorney James Sultan sent me a copy of an amicus brief filed days earlier in the case of Commonwealth of Massachusetts v. Cheryl Amirault LeFave. Amirault LeFave, along with her brother Gerald Amirault and mother, Violet Amirault, had been convicted over a decade earlier of molesting children at their family-run Fells Acres daycare center in Malden, a small suburb just north of Boston. The Amiraults’ story resembles other highly publicized daycare cases that seemed to spread like wildfire in the 1980s and early 1990s, such as those concerning the McMartin preschool in Los Angeles and the Little Rascals daycare center in Edenton, North Carolina. In the latter cases, preschool-age children reported that they had been subject to revolting, even horrific, acts. The children’s accusations involved not only sexual abuse but also bizarre claims of bloody torture, murder, being forced to eat dead babies, and even taking trips on alien spaceships. Yet there was a lack of medical evidence that the children had suffered abuse, and no adult visitors ever noticed anything amiss in the daycare centers where wrongdoing allegedly occurred. None of the schools had a prior history of problems: Fells Acres, for example, had been operating for eighteen years without any accusations of impropriety prior to the initial charges against Gerald Amirault in 1984. The children who made the accusations had almost invariably endured suggestive questioning by police or childcare professionals.

There was, however, a critical difference between the Fells Acres case and the other two cases, reflected in the amicus brief I received. Prosecutors failed to obtain a conviction in the McMartin case and finally gave up trying. The convicted teachers from the Little Rascals daycare center eventually were released after new evidence became available. In contrast, despite concerted efforts on the part of her defense attorneys and the urging of leading researchers in the area of child memory, the Commonwealth of Massachusetts maintained that Cheryl Amirault LeFave belonged in prison.

Amirault LeFave and her mother, Violet, had been offered parole during 1992 in exchange for an admission of guilt, but they refused to admit to crimes that they claimed they had not committed. (No such offer was made to Gerald.) They were granted new trials in 1995 and released from prison. But prosecutors successfully appealed, and in 1997 the Supreme Judicial Court of Massachusetts overturned the decision to award the Amirault women new trials, ordering them to return to prison. Culminating a subsequent frenzy of legal maneuvers, in May 1997 Judge Isaac Borenstein overturned the convictions of Cheryl and Violet on the technical grounds that they had not been allowed (literally) to face their accusers—the Fells Acres children—directly in court. Violet Amirault died of cancer in September 1997. The prosecution was preparing an appeal of the decision that had freed Cheryl when her attorney, James Sultan, told the court that he had novel evidence warranting a new trial.

Sultan had enlisted the aid of Dr. Maggie Bruck, a respected expert on the suggestibility of children’s recollections. Dr. Bruck contended that the Commonwealth of Massachusetts owed Cheryl another trial because new research on child suggestibility spoke directly to the possibility that the interviewing techniques used with the Fells Acres children had led them to provide inaccurate reports. The amicus brief that James Sultan sent me in April 1999 backed up Dr. Bruck’s interpretation of the new research and its potential relevance to the guilt or innocence of Cheryl Amirault LeFave. Twenty-nine researchers with established credentials in the study of memory, including me, had signed the brief.

The bulk of the evidence described in the amicus brief came from striking demonstrations regarding the nature and extent of suggestibility in children’s recollections of personal experiences. Beginning in the early 1900s, researchers had shown that suggestive questions can distort children’s reports about the past—sometimes to a greater extent than seen in adults. But prior to 1990, almost all of this research had examined children who were older than the preschoolers whose memories were disputed in the Fells Acres case and other similar instances. At the time of the Amiraults’ convictions, there were only a handful of studies available concerning the suggestibility of preschoolers like those who testified against them. Further, the early studies had focused on whether small details of an incident could be suggested to children through misleading questions. If asked about the hair color of a bald man who had visited them, children who “remembered” that the man had black hair were considered suggestible. But this type of research fell far short of determining whether suggestive questions could lead children to provide an inaccurate recollection of an entire event that, in reality, never occurred.

Sultan and Bruck’s concerns about the Amirault case centered on interviews with the Fells Acres children conducted by the pediatric nurse Susan Kelley. None of the Fells Acres children had spontaneously reported abuse to their parents, and they denied being abused when asked about it initially. Reports of abuse emerged only after questioning by parents, police, Kelley, and others (based on concerns stemming from an incident in which one child engaged in sex play with a cousin). This observation is key because research has shown that children’s spontaneous recollections tend to be accurate, whereas their responses to specific questions are more likely to include distortions. For instance, in a 1996 study two- to five-year-old children were interviewed about treatment that they had just received in an emergency room. The researchers found that when children were asked open-ended questions such as “What happened?” they provided accurate details of their experiences. But when they were asked more specific questions such as “Where did you hurt yourself?” the incidence of inaccurate details grew dramatically, from 9 percent in response to open-ended questions to 49 percent in response to specific questions.

Bruck noted that in Susan Kelley’s interviews of the Fells Acres children, she never began by asking an open-ended question such as “What happened?” Instead, she proceeded directly to specific questions: queries about teachers, whether they were nice, and so forth. Kelley also frequently repeated specific questions, seeming to refuse to take no for an answer. For instance, investigators developed the hypothesis that a clown whom the children had mentioned in connection with the daycare center was in some way related to the alleged abuse. In the following exchange, Kelley repeatedly asks the child about the clown’s action:

 

KELLEY: Did the clown touch you?

CHILD: No . . .

KELLEY: You said the clown took your clothes off.

CHILD: Yeah.

KELLEY: And then what happened?

CHILD: Well, nothing really.

KELLEY: Did the clown touch any . . . Will you show me if the clown touched any part of you?

CHILD: No, he didn’t touch me any—

KELLEY: Now, pretend this was you. Did the clown touch you? Where did the clown touch you?

CHILD: Right there [indicates foot].

KELLEY: Did he take your underpants off?

CHILD: [No response]

KELLEY: Then what did he do?

CHILD: Nothing else.

KELLEY: No? Did he touch you?

CHILD: I want to wear that now.

KELLEY: Oh, but I want you to tell if the clown touched you.

CHILD: Yeah.

 

With other Fells Acres children, repeated interviews were conducted on separate occasions when an initial interview failed to yield satisfactory answers, with results much like those depicted in the quoted transcript: negative responses were eventually replaced by positive ones. Such repeated questioning is alarming because studies conducted by Bruck and others have found that when children are interviewed twice and produce details in a second interview that were not mentioned in the first, the new details are highly likely to be inaccurate. In related studies, Bruck and the Cornell psychologist Stephen Ceci repeatedly asked children questions about events that their parents indicated had never occurred, such as getting a finger caught in a mousetrap and going to the hospital. The children were encouraged to think about and imagine the events. After repeated questioning, 58 percent of preschoolers reported detailed recollections of at least one event that they initially said had never occurred; 25 percent generated false memories for a majority of such events.

Some of the deleterious effects of suggestive questioning are attributable to basic vulnerabilities of young children’s memory systems. A number of laboratory studies indicate that young children have special difficulties remembering source information—exactly when and where a particular incident or action occurred. When children are repeatedly asked about particular events, the incidents may begin to feel familiar simply because the examiner has mentioned them numerous times. Lacking detailed memory for the source of the feeling of familiarity, preschoolers may begin to mix together bits and pieces of different past episodes, or even intrude elements of fantasy and imagination. Source memory problems may also explain why parents can sometimes inadvertently suggest experiences to children that actually never occurred. In one study, preschoolers visited “Mr. Science” at a university laboratory and watched him conduct some experiments. Four months later, the children’s parents received written descriptions of the experiments, others that the child had not witnessed, and a further incident that had not actually occurred: “Mr. Science wiped [child’s name] hands and face with a wet-wipe. The cloth got close to [child’s name] mouth and tasted really yucky.” Parents read the stories to their children three times. When asked later about what they had seen in the laboratory, children frequently remembered experiments that had been mentioned only by their parents. When asked whether Mr. Science put something yucky in their mouths, more than half the preschoolers said “yes.” Poor source memory is the likely culprit.

Some of the reports generated by children in daycare cases such as Fells Acres may also be attributable to social pressures that often surround the interview situation. For example, Maggie Bruck documented a number of instances in which Susan Kelley held out promises and even bribes in exchange for testimony.

At the time of Cheryl Amirault LeFave’s trial, little was known about the effect of social influence on the accuracy of a child’s recollection. Researchers had typically examined the effects of suggestive questioning in isolation from the social pressures that were often present during interviews in the 1980s daycare cases. And, indeed, some studies found that when preschoolers received only a single suggestive question, they rarely produced false reports about the central features of an event, such as whether strangers had taken off their clothes.

Additional studies filled in the gap. In 1998, the psychologists Sena Garven, James Wood, and their coworkers from the University of Texas at El Paso took advantage of a new resource that had not been available during the Fells Acres trial: transcripts of interviews from the McMartin case. As with the Susan Kelley interviews, investigators in the McMartin affair applied various kinds of social pressures in an attempt to elicit information from recalcitrant preschoolers. In addition to asking suggestive questions, interviewers offered praise and rewards for sought-after information, expressed disappointment or disapproval when children failed to come up with a desired answer, repeated questions that initially yielded no responses, and invited children to speculate about what might have happened by pretending or imagining.

Garven and associates compared the McMartin techniques to a control condition involving suggestive questioning only. Preschoolers watched and listened as a graduate student introduced as Manny Morales told them the story of The Hunchback of Notre Dame. After the story, he gave out cupcakes and napkins, said goodbye, and departed. A week later, children in the control group were asked about a few things that Manny had done, such as taking off his hat and asking the children to sit quietly and listen. They were also asked suggestive questions about things that Manny had not done: tearing a book, putting a sticker on a child’s knee, saying a bad word, throwing a crayon at a child who was talking, and so forth. Children in the social incentive group were asked the same questions, except that the interviewers also used the influence techniques identified in the McMartin transcripts.

The results were disturbing. In the social incentive condition, five-and six-year-olds said “yes” to just over half of the misleading questions, whereas five- and six-year-olds in the control group said “yes” to fewer than 10 percent of the misleading questions. Results were similar for four-year-olds and even worse for three-year-olds: they said “yes” to 81 percent of the misleading questions in the social incentive condition compared to 31 percent in the control condition. These findings leave little room for doubt that social incentive techniques like those used by investigators in McMartin and Fells Acres have a devastating effect on the accuracy of what preschoolers report about past experiences.

In another highly publicized case, nineteen adults in the small town of Wenatchee, Washington, were convicted of running a child sex ring in the mid-1990s. The convictions were questioned because a thirteen-year-old girl who served as a key witness recanted her testimony, claiming that the chief police investigator forced her to generate allegations of sexual abuse. “I had to make it all up,” she reflected. “First I said it didn’t happen . . . and then he forced me to make up a lie.” Experiments by the psychologists Jennifer Ackil and Maria Zaragoza have shown that forcing elementary school children to answer a suggestive question about what happened in a video they saw earlier creates a serious source memory problem: the children confused their own answers with what had happened in the video.

Despite the persuasiveness of the new research on child suggestibility to the twenty-nine scientists who signed Dr. Bruck’s amicus brief, prosecutors continued to insist to the court that grounds were insufficient to warrant a new trial for Cheryl Amirault LeFave. In the winter of 1998, Maggie Bruck described the new research to Judge Isaac Borenstein, highlighting important differences from the earlier work that was available at the time of the initial Amirault trial. Despite rebuttals from the prosecution, Judge Borenstein found Bruck’s arguments convincing. He enumerated stinging criticisms of the prosecution’s evidence and ruled in favor of a new trial. Borenstein did not, however, have the final word. In August 1999, the Supreme Judicial Court of Massachusetts, siding with the prosecution’s claim that evidence concerning child suggestibility was available at the time of trial and that Bruck had not added anything fundamentally new, overturned Judge Borenstein’s decision and reinstated Amirault LeFave’s conviction. The decision seemed to ensure that she would return to prison. But days before she was scheduled to do so, in late October 1999, prosecutors and defense attorneys agreed to a deal: Amirault LeFave was set free on time served, but remains a convicted felon. Gerald Amirault remained in prison until 2004, when he was released on parole.

Though tragic for the Amiraults, the Fells Acres parents and children, and those entangled in related preschool cases, the interviewing errors of the 1980s were also responsible for the novel research in the 1990s, which has provided benefits for children and the rest of society. Knowing more about what factors raise suggestibility in young children—leading questions, social incentives, forced responding, and the like—also means knowing more about how to lower it. Interviewers who rely on simple open-ended questions and avoid the risky techniques used in the past stand an excellent chance of obtaining accurate information from even very young witnesses.

Suggestibility remains a worrisome vulnerability of memory, especially in young children. Yet despite its potential to wreak more havoc than any of the other seven sins, suggestibility is probably the easiest to neutralize. Whereas countering such problems as transience and absent-mindedness, for instance, requires putting forth the effort to perform elaborative encoding techniques or to construct external memory aids, avoiding suggestibility’s harmful consequences mainly involves knowing what not to do. There is no longer any reason for police and mental health professionals who interview children or adults in legal or therapeutic contexts to repeat the kinds of errors that were made before psychologists declared a kind of research war on suggestibility during the 1990s. By revealing just how permeable to suggestions our recollections can be, the studies cited in this chapter provide weapons that can allow society to better protect the integrity of memory from external influences that, if left unchecked, are likely to corrupt it.

 


  The Update


False Memories and False Beliefs: Implications for False Confessions

One of the important accomplishments of the 1990s was the development of experimental paradigms for reliably inducing what Elizabeth Loftus has since called “rich false memories”—illusory recollections of complex real-world experiences. By the end of the 1990s, various studies using procedures such as the “lost in the mall” paradigm had established that suggestive procedures could induce approximately 20 to 30 percent of participants to produce false memories of events ranging from spilling punch at a wedding to more traumatic experiences such as an animal attack.

In 2015, a study by the psychologists Julia Shaw and Stephen Porter upped the ante on the type and frequency of rich false memories that psychologists could induce in the lab. Shaw and Porter used suggestive procedures they claimed induced 70 percent of their college student sample to develop a false memory of committing a crime as an adolescent! That is a headline-grabbing number, and indeed their finding received widespread media coverage. Even for grizzled memory researchers such as myself, this was a shocking result for two reasons. First, no prior study had come close to inducing rich false memories in 70 percent of any sample. Second, recall that in earlier studies, young adults falsely remembered events that allegedly had occurred in childhood. As I pointed out in this chapter, we typically don’t expect to recall early life experiences vividly, which makes it plausible to interpret vague ideas or images that pop up in response to suggestion as evidence of an emerging memory. But we do expect to remember recent events with greater clarity and detail, allowing us to invoke a “distinctiveness heuristic” and avoid developing false memories. Could 70 percent of college students really develop false memories for committing crimes alleged to have occurred only a few years earlier? Are our memories that easily corrupted by suggestion?

To address these questions, let’s look more closely at what Shaw and Porter actually did. They enlisted the aid of parents or other caregivers, who confirmed that the students in the study had never had police contact or participated in any criminal event. Caregivers also provided the researchers with a description of an emotional noncriminal event that each student had actually experienced. Students completed three interviews spaced about a week apart. In each interview, they were first asked about the true event, which all of them recalled easily. For the false event, half of the students were told that they had committed a crime resulting in police contact (an assault, an assault with a weapon, or a theft). The other half were told that they had experienced an emotional but noncriminal event (an injury, a dog attack, or losing a large sum of money).

At first, none of the participants recalled any of the false events, which is typical in studies of rich false memories. But then the experimenters started applying social pressure: they told students that their parents had said the events had happened and that most people can recall these kinds of disturbing events if they just try hard enough. They also put the students’ imaginations to work, encouraging them to repeatedly visualize the event during the week between the experimental sessions. The deadly combination of social pressure and repeated visualization produced the headline number that grabbed so much attention: in a final interview, 70 percent of students who were asked about crimes they had not committed met the experimenters’ criteria for having false memories. That number was no fluke: just over 76 percent of participants who were asked about emotional but noncriminal events that had never occurred met these criteria.

Although these findings set the memory world abuzz, not all researchers were buying what Shaw and Porter were selling. Kimberley Wade and her colleagues published a critique claiming that there was a problem with the criteria that Shaw and Porter used to classify a student’s report as a “false memory.” The researchers classified a student’s event description as a false memory if the student believed the event had occurred and also provided details about what had happened, including some of the false information the experimenter had suggested. But does that really indicate that students were having an experience of “remembering” an event that never occurred? Wade and her colleagues pointed to earlier research that distinguished between false beliefs, where people accept a suggestion as true and speculate about specifics of what might have happened, and false memories, where people report a subjective experience of remembering the event and recall details of what happened. They rescored Shaw and Porter’s results using criteria from previous studies that made that distinction, and they found that only about 25 to 30 percent of Shaw and Porter’s participants falsely remembered committing a crime—pretty much the same proportion as in earlier studies of rich false memories and far from the 70 percent that had made headlines. The other reports of committing crimes were classified as false beliefs.

That’s a dramatic difference from the original claim, but it’s still unsettling that 25 to 30 percent of students could be induced to falsely remember committing a crime, and perhaps even more unsettling that 70 percent falsely believed they had committed a crime, even if that belief fell short of a full-blown false memory. Relevant here are studies of false confessions I discussed in this chapter. Saul Kassin’s work in the 1990s showed that about 70 percent of participants signed a confession that they had hit the Alt key on a computer even though they hadn’t, and 35 percent falsely recalled doing so. Shaw and Porter’s results fit nicely with those findings, but they involved a much more high-stakes event than accidentally hitting a computer key.

False confessions have seized public attention in recent years, in part because of the saga of the Central Park Five. These five men were convicted of committing the brutal 1989 assault and rape of a jogger in Central Park named Trisha Meili after falsely confessing to the crime as a result of police coercion. The men were eventually exonerated in 2002 when another man confessed to the attack. The 2012 PBS documentary The Central Park Five and the 2019 Netflix miniseries When They See Us brought the story to a wide audience and sparked discussion of the dangers of false confessions. So did a disputed case of a possible false confession depicted in the Netflix documentary series Making a Murderer. In 2005, sixteen-year-old Brendan Dassey confessed to assisting his uncle Steven Avery in the sexual assault and murder of photographer Teresa Halbach. Brendan later recanted what he claimed was a coerced confession, but he was nonetheless convicted and sentenced to life in prison. A judge subsequently ruled that Brendan’s confession was coerced and that he should be released. But the judge’s decision was overturned on appeal, a clemency petition for Dassey’s release was denied in December 2019, and as I write these words he remains in prison.

John Grisham’s 2006 book, The Innocent Man, and a 2018 Netflix documentary with the same title described two other cases involving apparent false confessions to murders that took place in Ada, Oklahoma. In the first case, Ron Williamson and Dennis Fritz were convicted of the 1982 murder of cocktail waitress Debra Sue Carter in part because Williamson admitted to having a dream in which he committed the murder, which was treated as a confession. In 1999, Williamson and Fritz were released from prison after DNA evidence exonerated them. In the second case, Karl Fontenot and Tommy Ward were convicted of a 1984 murder of store clerk Denice Haraway based mainly on highly dubious forced confessions. The two men’s cases were appealed separately. On December 19, 2019, Fontenot was released from prison. As of this writing, Ward’s case remains under appeal.

Inevitably, discussions of alleged false confessions touch on a deeply troubling question: Why would anyone confess to a crime that they did not commit? As discussed earlier in the chapter, there are multiple reasons why this happens, and it’s only in a subset of false confessions, which Saul Kassin and his colleagues refer to as “internalized false confessions,” that people mistakenly come to believe that they actually committed a crime. But Shaw and Porter’s results remind us that a potent cocktail combining coercion and imagination can lead a surprisingly high proportion of people to develop a false belief that they have committed a crime when in fact they have not. The qualification that a much smaller proportion develop full-blown false memories in response to coercive questioning is significant theoretically. However, it may be of less practical importance for false confessions in legal settings, because developing a false belief that one has committed a crime, even without developing a false memory, must surely increase the chances of someone providing a false confession. Psychologists have tended to focus on trying to understand how suggestion can lead to false memories, but it is now clear that we need to focus at least as much attention on understanding how suggestion can lead to false beliefs.

Have the Memory Wars Ended?

The outcries over false memories in adults and children during the 1990s and the new research we just considered amply illustrate the dangers of suggestibility. Still, as I was completing this chapter two decades ago, there were reasons to be optimistic that the kinds of false memories that tore families and communities apart were beginning to vanish. I pointed out earlier that in 1999 Pamela Freyd proclaimed that the False Memory Syndrome Foundation was receiving so few new case reports that they phased out the part of the organization that had been responding to these cries for help. Research into children’s memories by Maggie Bruck, Stephen Ceci, and others had by then made it clear how vulnerable preschoolers’ memories are to the corrupting influence of suggestion, and many convictions of falsely accused daycare workers had been overturned. Twenty years on, have we held on to these gains in the battle against suggestibility’s damaging consequences? To a large extent, yes, but dangers still lurk.


On December 31, 2019, the False Memory Syndrome Foundation was dissolved because, according to its website, “the need for the FMS Foundation has diminished dramatically over the years.” Moreover, in recent years we have not seen the emergence of new daycare center cases that feature horrific claims of abuse created by the use of suggestive techniques. The studies of researchers such as Bruck and Ceci during the 1990s are no doubt partly responsible for this change. So are the efforts of individuals who have made the general public aware of the injustices that occurred in McMartin, Fells Acres, and other similar cases, notably Dorothy Rabinowitz in both a series of Wall Street Journal articles and her 2003 book, No Crueler Tyrannies. As pointed out by Richard Beck in his 2015 analysis of the egregious daycare cases of the 1980s and 1990s, We Believe the Children, protocols for interviewing children have changed for the better as a consequence of the mistakes that led to past debacles. This is likely a major reason why, although real child abuse continues to be a serious problem, suggestion-related illusory recollections of daycare abuses are not.

Another important question is whether awareness that suggestion can lead to potentially damaging false memories has led to reduced use of suggestive therapeutic procedures to recover memories. In 2012, the memory researcher Lawrence Patihis and his colleagues administered a survey to fifty-three board-certified psychotherapists asking whether they agreed with various statements, including the following: “It is possible to suggest false memories to someone who then incorporates them as true memories.” Ninety-six percent of the therapists agreed with this statement, which is significantly higher than the 86 percent who agreed with the same statement in a survey administered to a similar group of therapists back in 1992. Even more dramatic, in the 1992 survey 48 percent of psychotherapists agreed with the statement “Hypnosis can be used to recover memories of actual events from as far back as birth,” but only 9 percent agreed with that statement in 2012.

These are encouraging signs that psychotherapists are increasingly aware of the dangers of suggestive memory procedures. Still, Patihis and his colleagues found that memory researchers are even more skeptical about the possibility of recovering accurate memories in therapy than psychotherapists are. And a 2019 large-scale survey by Patihis and the writer Mark Pendergrast regarding the experiences of people who have been in therapy suggests that a minority of contemporary therapists continue to probe for repressed memories of sexual abuse during therapy. The incidence of such probing appears to be less frequent now than during the 1990s, but it has not disappeared completely. While that doesn’t necessarily mean that a new firestorm of false memories is about to erupt, given the well-established dangers of suggestive probing, we would do well to remain on guard going forward.
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  The Sin of
 Bias


IN GEORGE ORWELL’S chilling novel of life in a totalitarian political system, 1984, the ruling party achieves psychological mastery over its subjects by willfully altering the past. “Who controls the past,” runs the party slogan, “controls the future: who controls the present controls the past.” The government’s Ministry of Truth tries to alter the written historical record and even to manipulate the actual experience of remembering:

 

Past events, it is argued, have no objective existence, but survive only in written records and in human memories. The past is whatever the records and the memories agree upon . . . Control of the past depends above all on the training of memory. To make sure that all written records agree with the orthodoxy of the moment is merely a mechanical act. But it is also necessary to remember that events happened in the desired manner. And if it is necessary to rearrange one’s memories or to tamper with written records, then it is necessary to forget that one has done so. The trick of doing this can be learned like any other mental technique.



 

Totalitarian societies like the one envisioned by Orwell have declined since the collapse of the Eastern European communist regimes. But forces that in some sense resemble the Ministry of Truth continue to operate in individual minds: our memories of the past are often rescripted to fit with our present views and needs. The sin of bias refers to distorting influences of our present knowledge, beliefs, and feelings on new experiences or our later memories of them. In the stifling psychological climate of 1984, the Ministry of Truth uses memory as a pawn in the service of party rule. Much in the same manner, biases in remembering past experiences reveal how memory can serve as a pawn for the ruling masters of our cognitive systems.

Five major types of biases illustrate the ways in which memory serves its masters. Consistency and change biases show how our theories about ourselves can lead us to reconstruct the past as overly similar to, or different from, the present. Hindsight bia ses reveal that recollections of past events are filtered by current knowledge. Egocentric biases illustrate the powerful role of the self in orchestrating perceptions and memories of reality. And stereotypical biases demonstrate how generic memories shape interpretation of the world, even when we are unaware of their existence or influence.

The Way We Were Depends on the Way We Are

When Ross Perot unexpectedly announced his withdrawal from the presidential race on July 16, 1992, he dealt a cruel blow to his fervent supporters. Perot was widely reviled in the press—Newsweek ran a cover story on him titled “The Quitter”—and his allies experienced a complex mixture of sadness, anger, and hope that he might reconsider the decision. When he reentered the campaign in early October, those who had supported him reacted in different ways. “Loyalists” never wavered from Perot and renewed their efforts on his behalf. “Returning supporters” had initially switched to another candidate but quickly came back. “Deserters” abandoned Perot as soon as he left the race and never returned.

A few days after Perot quit in July, the University of California, Irvine, psychologist Linda Levine asked his supporters how they felt; she probed their memories again after the election in November. Loyalists, returning supporters, and deserters all accurately recalled, at least to some degree, the sadness, anger, and hope they had felt when Perot made his stunning July announcement. But they also rewrote their memories to be consistent with how they felt in November. After the election, loyalists underestimated how sad they felt when Perot quit. Returning supporters recalled feeling less angry in July than they actually said they were at the time. And deserters recalled being less hopeful than they actually were.

This consistency bias has turned up in several different contexts. Recalling past experiences of pain, for instance, is powerfully influenced by current pain level. When patients afflicted by chronic pain are experiencing high levels of pain in the present, they are biased to recall similarly high levels of pain in the past; when present pain isn’t so bad, past pain experiences seem more benign, too. Attitudes toward political and social issues also reflect consistency bias. People whose views on political issues have changed over time often recall incorrectly past attitudes as highly similar to present ones. In fact, memories of past political views are sometimes more closely related to present views than to what people actually believed in the past. In one study, high school students stated their opinions on school busing and then heard arguments for or against busing. Despite changing their views in line with the arguments they heard, the students mistakenly recalled that they had always held the views they expressed after hearing the pro or con arguments.

To appreciate why people are so prone to consistency biases, try to recall your views on capital punishment five years ago. Can you specifically recall what you believed in those days? The Canadian social psychologist Michael Ross has observed that people often do not have clear memories of exactly what they believed or felt in the past, and instead infer past beliefs, attitudes, and feelings from their current states. Unless there is good reason to believe that your views on capital punishment have changed, you are likely to assess your present opinion and assume you felt the same way five years ago. Invoking what Ross calls an “implicit theory of stability” will lead to accurate recall if your views haven’t changed over time, but will produce a consistency bias if they have.

People don’t always invoke a theory of stability, however; sometimes we believe that we have, or should have, changed over time. Self-help programs may exploit such feelings. Once people invest time and energy in a program that is supposed to help them change—lose weight, prepare for college entrance exams, or exercise more—they may exaggerate the degree of change they’ve actually experienced. Students who completed a program purported to enhance their study skills remembered their initial level of skill as being lower than they said it was before beginning the program, whereas students who were on a waiting list for the program showed no change bias.

Change bias also influences how women recall their emotional states during menstruation. Surveys indicate that women generally believe that they are likely to become highly irritable and depressed during their periods. Studies of women during menstruation clearly show a higher incidence of such physical symptoms as backaches, headaches, and abdominal pains—but there’s little evidence for greater depression or related mood changes. Physical discomfort may lead women to theorize that menstruation results in negative moods and related kinds of psychological distress. In a study from Michael Ross’s group, women who were menstruating reported more physical symptoms compared to when they were not, but the results showed little change in self-reported mood or personality measures. Yet during menstruation, these women recalled intermenstrual emotional states as more positive than they actually were, supporting their theories that menstruation produces bad moods. Such theories can also inflate recall of negative menstrual symptoms: the more a woman believes that she experiences bad moods during menstruation, the more she shows exaggerated recall of such symptoms after her period has concluded.

The effects of consistency and change bias are perhaps nowhere more evident than in recollections of close personal relationships. Recall the 1970s Barbra Streisand tune “The Way We Were,” which holds that we try to forget currently painful memories of a past relationship and focus instead on past moments of laughter. As implied by the song, as well as by the evidence and ideas considered so far, it is difficult to separate recall of “the way we were” from current appraisals of “the way we are.” Consistency biases often color couples’ retrospective assessments of how they once felt, with the present state of the relationship dictating memory for how things used to be. Consider, for instance, dating college students who were asked, in separate sessions conducted two months apart, to evaluate themselves and their dating partners on such traits as honesty, kindness, and intelligence and also on how much they liked and loved their partners. During the second session, the couples also recalled their earlier evaluations. The students whose evaluations of their partners became more negative over time recalled their initial impressions as more negative than they actually were. Students who reported liking or loving a partner more in the second session than in the first also recalled having felt more love or liking in the past. Memories of past impressions and feelings were filtered through, and made consistent with, their current impressions and feelings.

Consistency biases are prevalent in both married and dating couples. Consider the following questions in relation to your own partner: How attached do you feel? How happy are you in your relationship? How often does your partner get on your nerves? How much do you love him or her? Then try to answer the same questions again, this time focusing on how you felt a year ago. Married and dating couples who were asked similar questions twice, over a period of eight months or four years, often remembered correctly that they had given similar ratings on the two occasions. But those men and women whose feelings had changed over time tended to mistakenly remember that they had always felt the same way. Trying to remember what they felt four years earlier, four out of five people whose feelings remained stable showed accurate recall, but only one in five of those whose feelings had changed recalled accurately “the way they were.” Results were even more dramatic when couples recalled how they had felt eight months earlier: 89 percent of women and 85 percent of men whose feelings remained stable accurately remembered their earlier feelings, but only 22 percent of women and 15 percent of men whose feelings had changed showed accurate recall. The couples seemed to be saying “What I feel now is what I’ve always felt”—regardless of whether that was true or not.

These kinds of biases can sometimes accentuate troubles that some married couples experience during their first few years together. Once the “honeymoon” is over, many couples experience a sharp drop-off in levels of satisfaction with their marriages. Difficulties in the present are hard enough to address during the early years of marriage, but consistency biases can make matters worse by coloring the past with the unpleasant tones of the present. Consider a study that followed nearly four hundred Michigan couples through the first years of marriage. In those couples who expressed growing unhappiness over the four years of the study, men mistakenly recalled the beginnings of their marriages as negative even though they said they were happy at the time. “Such biases can lead to a dangerous downward spiral,” noted the researchers who conducted the study. “The worse your current view of your partner is, the worse your memories are, which only further confirms your negative attitudes.”

Though consistency biases are potent forces in shaping relationship memories, change biases can also occur—and sometimes in a positive direction. Remember the popular late-1960s song with the line “I love you more today than yesterday”? People would no doubt like to believe that their romantic attachments grow stronger over time. When dating couples were asked annually over four years to assess the present quality of their relationships and to recall how they felt in past years, their recollections embodied the same sentiments as the line from the song. Couples who stayed together for the four years recalled that the strength of their love had grown since they last reported on it. Yet analysis of their actual ratings at the time failed to show any increases in reported love and attachment. Objectively, the couples did not love each other more today than yesterday. But through the subjective lenses of memory, they did.

This pattern differs from the consistency biases seen in other dating and married couples, instead revealing a kind of improvement bias. The couples mistakenly remembered the past as less positive than it actually was, making the present seem rosier by comparison. Consistency and change biases can each occur at different points in a relationship, with the predominant bias at a particular time depending on the nature and stage of the relationship. The social psychologists Benjamin Karney and Robert Coombs analyzed a twenty-year longitudinal investigation of wives’ feelings about their marriages. The study was initiated in 1969, when the women were in their mid-twenties. The scientists separately considered the first ten years of the women’s marriages, when couples were making the transition to parenthood, and the second ten years, as they entered a period of personal and economic stability. On each occasion, wives answered questions, some very general (“How happy are you with your marriage?”) and others more specific (“How many interests do you and your husband share?”).

When reflecting back on the first ten years of their marriages, wives showed a change bias: they remembered their initial assessments as worse than they actually were. The bias made their present feelings seem an improvement by comparison, even though they actually felt more negatively ten years into their marriage than they had at the beginning. When they had been married for twenty years and reflected back on their second ten years of marriage, the women now showed a consistency bias: they mistakenly recalled that feelings from ten years earlier were similar to their present ones. In reality, however, they felt more negatively after twenty years of marriage than after ten. Both types of bias helped women cope with their marriages. The more women’s recollections were biased toward improvement at the ten-year mark, the happier they were with their marriages at the twenty-year mark. By the twenty-year mark, wives who were most satisfied with their marriages showed the least memory bias, whereas those who were least satisfied showed the most bias—perhaps reflecting ongoing attempts to cope with an unhappy present by distorting the past. Memories of “the way we were” are not only influenced by but also contribute to “the way we are.”

Consistency and change biases may help to reduce what social psychologists call “cognitive dissonance”—the psychological discomfort that results from conflicting thoughts and feelings. People will go to great lengths to reduce cognitive dissonance. A heavy drinker who reads the latest health statistics highlighting the dangers of excessive alcohol intake might try to reduce dissonance by convincing himself that he is only a light social drinker or by disparaging the statistics. Likewise, an unhappily married woman who believes that her marriage should be successful may reduce cognitive dissonance by distorting the past with consistency or change biases that make the present seem more bearable.

Dissonance reduction can occur even when people don’t recall the event that is responsible for the dissonance. Consider the following scenario. You visit an art gallery and fall in love with two prints by the same artist but have only enough money to purchase one. After almost deciding on one and then the other, you finally make your choice, but as you leave with your new purchase, you still feel conflicted about passing over the remaining print. By the next day, however, you realize that you like the print you purchased quite a bit more than the one you passed up, and the dissonance created by the difficult decision dissipates.

Studies have shown that just this sort of dissonance reduction occurs when people are forced to decide between two art prints that they previously indicated they liked equally: after making the choice, they claim to like the chosen print more and the bypassed print less than they did earlier. In a study led by the social psychologists Matthew Lieberman and Kevin Ochsner, we found that amnesic patients also reduced dissonance created by choosing between two art prints they liked equally by later inflating how much they liked the chosen relative to the shunned print. But the amnesic patients had no conscious memory for making the choice that produced dissonance in the first place! These findings suggest that a variety of dissonance-reducing operations, including consistency and change biases, occur even when people have limited awareness of the source of the conflicts they are trying to manage.

I Knew It All Along

When the Boston Red Sox beat the Cleveland Indians in the deciding game of their playoff series in October 1999, Boston sports fans relished the prospects of taking on the world champion New York Yankees in the American League Championship Series. Euphoric callers to sports radio talk shows enumerated reason after reason why the long-suffering Red Sox had an excellent chance to dethrone the mighty—and hated—Yankees. The Red Sox had built up tremendous momentum in their come-from-behind win against Cleveland; no team could hit their dominating pitcher, Pedro Martínez; and in a short baseball series, anything can happen.

After the Red Sox lost the series, the talk show callers (at least the ones I heard when tuning in to the radio) reasoned very differently. I never thought the Red Sox had a chance, caller after caller grimly stated. I was sure they didn’t have enough hitting to compete, recollected some. I always felt their bullpen was too weak, remembered others. I knew that the Yankees were too good, even die-hard Red Sox fans conceded.

The memories of the talk show callers seemed to be powerfully influenced by the outcome of the championship series: with the benefit of hindsight, the fans felt that they had known all along that the Red Sox were doomed to lose. Although it’s difficult to draw firm conclusions based on an unscientific sampling of opinions on radio talk shows (perhaps only optimistic callers phoned in before the championship series, and the pessimists held off until later), controlled studies of other sports fans back up this interpretation of what the Red Sox callers said. During the fall of 1995, followers of the Northwestern University football team were asked, either before or after their home games against Wisconsin, Penn State, and Iowa, what they thought the team’s prospects of winning were. Northwestern, which enjoyed a highly successful season in 1995, won all three games. Fans who were asked after each game to recall their predictions before the game reported giving Northwestern a much greater chance of winning than fans who rated the team’s chances before the game.

Sports fans aren’t the only ones who say they “knew it all along.” Consider another public event that people expressed strong opinions about: the jury decision in O. J. Simpson’s criminal trial. Can you recall how likely you thought the jury was to convict O.J.? Students were asked to estimate the likelihood that the jury would convict O.J. two hours before the jurors returned a not-guilty verdict and again two days later, after the students knew the verdict. They rated the likelihood of conviction as lower after the jury made its decision than before.

Judgments about sports events and the O.J. trial illustrate a familiar occurrence in everyday life: once we learn the outcome of an event, we feel as though we always knew what would happen. Called “hindsight bias” by psychologists, this tendency to see an outcome as inevitable in retrospect is a close cousin of consistency bias: we reconstruct the past to make it consistent with what we know in the present.

Hindsight bias seems particularly common around the time of political elections, with various pundits rushing to explain why the outcome of a particular race could hardly have gone otherwise. But did they see things so clearly before the votes were counted? On the day before the 1980 presidential election, students were asked to predict the outcome. Others were asked the day after to indicate what they would have predicted before the Tuesday election. Those who were asked on Wednesday said they would have predicted a higher percentage of the vote for Reagan and lower percentages for Jimmy Carter and Independent candidate John Anderson than those who were asked to predict the outcome on Monday.

Hindsight bias is especially pronounced when people come up with after-the-fact explanations that specify a deterministic cause of the outcome. Consider, for instance, people who judged alternate outcomes of a nineteenth-century war between the British and the Gurkhas of Nepal. In the foresight condition, people read about the incident and judged the likelihood of various outcomes. In the hindsight condition, people were told the result (the British won), and the experimenter then instructed them to judge the likelihood of various outcomes as if they did not know what had actually happened. Despite this instruction, when participants knew the outcome, they exhibited hindsight bias. The bias was especially strong when experimenters provided a deterministic cause of the British victory: the superior discipline of their troops. But hindsight bias was practically nonexistent when experimenters suggested a chance cause—a freak rainstorm. Likewise, hindsight bias was especially pronounced in a subset of Northwestern football fans who, when asked after a game to recall their earlier predictions, also generated causal explanations of the outcome, such as “Our defense shut them down” or “They missed a crucial field goal.” People feel most strongly that they always knew the results when they can construct a satisfying causal scenario that makes the outcome seem inevitable in hindsight.

Hindsight bias is so powerful that it occurs even when people are explicitly instructed to disregard the actual outcome of an event. It is as if knowledge of the outcome becomes instantly integrated with other general knowledge in semantic memory, and people simply cannot treat this new bit of information any differently from other information relevant to the judgment they are trying to make. That hindsight bias persists even when people are explicitly attempting to ignore outcome knowledge has potentially important implications for everyday situations in which hindsight bias occurs. When you seek a second medical opinion regarding a debatable diagnosis, you want the new doctor to take a fresh look at your condition, unbiased by the opinion of the first physician. But given the potent influence of hindsight bias, knowing the first physician’s opinion may inexorably influence the judgment of the second, even if the second doctor tries to ignore what the first one said. This inevitable result is just what happened when doctors who received a diagnostic label for a particular case, such as leukemia or Alzheimer’s disease, together with instructions to ignore it, were asked to make an independent diagnosis. These physicians were more likely to make a diagnosis consistent with the label than were others who made their diagnoses without having the benefit of a label.

Something similar occurs among courtroom jurors. Suppose that the prosecution introduces evidence from a seemingly incriminating telephone conversation, the defense objects to it, and the judge rules that the evidence is inadmissible. He then sternly instructs the jurors to disregard the evidence in their deliberations. Numerous studies have shown that mock jurors placed in such a situation cannot disregard inadmissible evidence, even in the face of explicit instructions to ignore it: they are more likely to convict than are jurors who don’t hear the evidence. The same holds true for incriminating pretrial publicity that jurors are instructed to ignore. Once the publicity enters the memories of jurors, they are biased to feel that they knew all along that the defendant was guilty.

Hindsight bias, then, is ubiquitous: people seem almost driven to reconstruct the past to fit what they know in the present. In light of the known outcome, people can more easily retrieve incidents and examples that confirm it. Experimental evidence links this selective recall to the combined influences of two forces: general knowledge that influences the perception and comprehension of events, and vulnerability to misattribution.

Consider the following scenario. Barbara, a twenty-four-year-old single woman living in New England, meets an outgoing and intelligent man named Jack in her graduate business class and begins working on a course project with him. They begin to socialize after class, talking about school, careers, and their mutual love of skiing. At one point, they go to a restaurant, and Jack argues with a waiter and yells at Barbara, who then walks home alone in tears. After the conclusion of the course, Jack and Barbara stay out all night drinking and celebrating, and Barbara accepts Jack’s invitation to spend a weekend at his parents’ ski lodge in Vermont. The first night, Barbara drinks wine at dinner and kisses Jack. After skiing the next day, Jack takes Barbara out for a special dinner; they drink wine, and Jack holds Barbara’s hand. After dinner, they return to the lodge, where Jack tells Barbara she is sexy and that he loves her, and Barbara tells Jack that she cares for him.

The psychologist Linda Carli asked Wellesley College undergraduates to read a passage about Jack and Barbara, presented as a case history of a woman who had been interviewed in a study of impor­tant life experiences. Carli constructed two different endings to the story. After the part in which Barbara tells Jack that she cares for him, half of the students read that Jack proposes marriage, whereas the other half read that Jack rapes Barbara. Two weeks later, all of the students were asked to rate the likelihood of alternative endings to the story “as if they did not know the actual ending,” and they also took a memory test involving specific incidents that did or did not occur in the story.

Carli found strong evidence for hindsight bias: Students who had read the version ending in a marriage proposal judged the proposal as a more likely outcome than students who had read the version ending in rape, and vice versa. Students who had read the proposal ending tended to recognize falsely incidents that did not actually occur in the story but are expected precursors of a marriage proposal, such as “Jack gave Barbara a ring,” “Barbara and Jack dined by candlelight,” or “Barbara wanted a family very much.” But students who had read the rape ending tended to recognize, also falsely, possible precursors of a rape, such as “Jack was unpopular with women,” “Barbara was a tease,” and “Jack and Barbara often went out drinking after work.” Further, students’ tendencies to misremember the precursors predicted the magnitude of hindsight bias: more false memories resulted in more hindsight bias.

The results suggest that as students tried to reconstruct what happened in the original passage, they activated general knowledge related to the story ending that they had read—proposal or rape. Sometimes they misattributed this knowledge to the story, leading them to misremember what happened and also to believe that they knew all along that the story would end in a manner consistent with the one they had read.

Hindsight biases are worrisome insofar as they can reduce or even prevent learning from experience: if we feel that we knew all along what would happen, then we may be less inclined to profit from the lessons a particular event or incident can teach us. But at the same time, the comforting sense that we always knew the way things would turn out makes us feel good about ourselves, inflating estimates of our own wisdom and prescience. This feature of hindsight bias no doubt contributes to its potency, because self-enhancing biases are pervasive features of attempts to reconstruct the personal past.

I Remember It Well

In the 1958 musical Gigi, former lovers, played by Maurice Chevalier and Hermione Gingold, reflect back over the years and recall their final date together. As illustrated in the song “I Remember It Well,” even though each one remembers the occasion vividly, their recollections could hardly be more different—they recall meeting at different times, whether they dined alone or with friends, and even whether the fateful date was in April or June. One of the pair must be wrong on each point, but neither one ever backs off from his or her side of the story. Most couples can likely recall similar, if not so extreme, examples from their lives. At a party during the December holiday season, a graduate student working in my laboratory almost came to blows with her husband because of a memory conflict over who had made jelly doughnuts for the previous year’s holiday get-together. She recalled in vivid detail making the treats and serving them; so did he.

We are likely to give more credence to our own recollections of events than to those of others when our memories readily spring to mind and are accompanied by vivid, compelling details. We have direct access to these qualities of our own recollections in a way that we never do for the memories of others, which can lead us to dig in and insist on the unique validity of our own view of the world. This kind of egocentric bias contributes to some of the disagreements that couples experience about their shared pasts. Studies of married and dating couples have shown, for instance, that each member of the couple tends to remember himself or herself as more responsible for various kinds of incidents than the other. When asked to recall how much they contributed to deciding how money should be spent, planning a vacation together, or similar activities, one spouse might claim 80 percent credit while the other claims 40 percent. Although both agree that one of the pair was more responsible, one or both of them are claiming too much credit for their own contributions. This egocentric bias occurs even for negative incidents, such as shouldering too much responsibility for causing arguments in the relationship. The bias likely occurs because each member of the pair can more easily recall his or her own actions and feelings than what the partner did or said. Laboratory studies have shown that we tend to recall our own actions and words more readily than those of others.

Egocentric biases in memory reflect the important role that “the self” plays in organizing and regulating mental life. Many psychologists conceive of the self as a richly interconnected knowledge structure—the sum total of stored information about personal attributes and experiences. Numerous experiments have shown that when we encode new information by relating it to the self, subsequent memory for that information improves compared to other types of encoding. If I ask you to think about whether such attributes as “honest” or “intelligent” describe you or not, you are more likely to remember those words than if I ask you to make the same judgments about somebody else, such as a friend or a celebrity. Self-encoding also produces higher levels of subsequent memory than my asking you to elaborate on the words by focusing on their meaning or other properties that are not directly related to the self.

But the self is hardly a neutral observer of the world. Individuals in our society are motivated to think highly of themselves and often hold unrealistically flattering opinions of their abilities and achievements. Studies summarized by the social psychologist Shelley Taylor and her associates indicate that people are commonly subject to “positive illusions” characterized by inflated estimates of self-worth. For instance, most people tend to view desirable personality traits as more descriptive of themselves than of the average person, but they view undesirable personality traits as less descriptive of themselves than the average person. Because most people cannot be better than average, for some of us this sunny self-assessment must be illusory. Likewise, people are more likely to attribute successes than failures to themselves, and to attribute failures to forces outside the self.

The self’s preeminent role in encoding and retrieval, combined with a powerful tendency for people to view themselves positively, creates fertile ground for memory biases that allow people to remember past experiences in a self-enhancing light. Consider, for example, college students who were led to believe that introversion is a desirable personality trait that predicts academic success and then searched their memories for incidents in which they behaved in an introverted or extroverted manner. Compared with students who were led to believe that extroversion is a desirable trait, the introvert-success students more quickly generated memories in which they behaved like introverts than like extroverts. The memory search was biased by a desire to see the self positively, which led students to select past incidents containing the desired trait.

Similar processes operate in everyday situations in which people are highly motivated to recount their pasts in ways that enhance current self-assessments. Do you recall what grades you obtained in high school courses? Can you remember how many As and Ds appeared on your report cards? Chances are that you can recall more of the good grades than the bad ones. When college students tried to remember high school grades and their memories were checked against actual transcripts, they were highly accurate for grades of A (89 percent correct) and extremely inaccurate for grades of D (29 percent correct).

Divorce can also accentuate self-enhancing memory biases. Recently divorced couples’ retrospective assessments of their failed marriages reveal that the members of each pair tend to portray the past from very different, consistently self-serving perspectives. Looking back on why their marriage ended, one man recalled that “all she wanted was money to put in the bank,” whereas his ex-wife remembered that “my husband seemed to be obsessed with making money.” Another man attributed his breakup to the fact that he met another woman who was “younger and better-looking,” whereas his ex-wife characterized the new woman as “a real bimbo,” recounting that “people were prone to using descriptions such as ‘the elevator doesn’t go quite to the top.’ ”

Self-enhancing biases can also result from exaggerating the difficulty of past experiences. Consider a situation in which you anxiously study for a tough exam, take the test, and later find out that you passed. Just how anxious were you prior to the exam? Graduate students who recorded their anxiety levels before taking an impor­tant set of comprehensive examinations were asked a month later to recall how anxious they were during the pre-exam period. Students tended to exaggerate their pre-exam anxiety levels; the memory bias was particularly pronounced in those who knew that they had passed the exam. Recalling greater levels of anxiety than they actually experienced enhanced the students’ sense of accomplishment, increasing pride and confidence in their abilities to cope with adverse events. Blood donors show a similar memory bias, retrospectively inflating their levels of pre-donation anxiety in a way that heightens their sense of bravery in overcoming obstacles to accomplish a courageous deed.

People sometimes deprecate past selves to maintain and enhance a favorable view of the current self. “Of all the lives that I have lived, I would have to say that this one is my favorite,” the actress Mary Tyler Moore reflected in a 1997 magazine interview. “I am proud that I have developed into a kinder person than I ever thought I would be. I am less critical than I ever was and, as a result, I’m less critical of myself.” Perhaps Moore had indeed changed for the better over time. But by recalling her past self as less kind and more critical than she was in 1997, suggests the psychologist Michael Ross, she was enhancing the value of her present self. Ross has found that people generally speak more favorably of present selves than of past selves. As with Moore, this inclination could reflect either a genuine improvement over time or a tendency to deprecate past selves. Consistent with the latter possibility, a substantial majority of college students and middle-aged adults rate their present selves, but not past selves, as above average relative to their peers. As noted earlier, a large majority of people cannot be above average compared with their peer group. These results therefore suggest that people inflate estimates of current self-worth by deprecating the way they were in the past.

Egocentric memory biases, then, are reflected in several related maneuvers—selective recall, exaggerating past difficulties, and deprecating past selves—that surround the present self in a comforting glow of positive illusions.

Whistling Vivaldi

When the Black journalist Brent Staples arrived as a student at the University of Chicago, he enjoyed walking near the lakeshore at night. Staples became unnerved one evening when he noticed that a white businesswoman, suddenly aware of his presence on the street, walked away quickly and then began to run. “I’d been a fool,” reflected Staples. “I’d been walking the streets grinning good evening at people who were frightened to death of me.” Attempting to ease concern that he was stalking white pedestrians or was otherwise ill intentioned, Staples started whistling Vivaldi’s The Four Seasons to signal that he was a benign stroller. “The tension drained from people’s bodies when they heard me,” Staples recalled. “A few even smiled as they passed me in the dark.”

Staples whistled Vivaldi because his presence activated in white strangers’ memories a powerful stereotype that biased their perceptions of him: when walking on a quiet street at night, a Black man poses danger. The resourceful Staples came up with an effective method to avoid being viewed in such stereotypical—and erroneous—terms.

Stereotypes are generic descriptions of past experiences that we use to categorize people and objects. Many social psychologists think of stereotypes as “energy-saving” devices that simplify the task of comprehending our social worlds. Because it may require considerable cognitive effort to size up every new person we meet as a unique individual, we often find it easier to fall back on stereotypical generalizations that accumulate from various sources, including discussions with other people, printed and electronic media, and firsthand experience. Though relying on such stereotypes may make our cognitive lives more manageable, it can also lead to undesirable outcomes: when a stereotype diverges from reality in a specific instance—as happened with Brent Staples—the resulting biases can produce inaccurate judgments and unwarranted behavior.

The great social psychologist Gordon Allport was one of the first psychologists to recognize how the dual nature of stereotypes contributes to racial biases. While acknowledging that stereotypes help us to categorize the world, Allport held that “we often make mistakes in fitting events to categories and thus get ourselves in trouble.” In his classic 1954 book, The Nature of Prejudice, Allport foresaw quite clearly the situation that Brent Staples would confront decades later. “A person with dark brown skin will activate whatever concept of Negro is dominant in our mind,” contended Allport. “If the dominant category is one composed of negative attitudes and beliefs we will automatically avoid him, or adopt whichever habit of rejection is most available to us.”

Allport’s assessment was especially prescient because research has underscored that stereotypical biases can occur automatically, outside of conscious awareness. Early evidence for this view came from experiments that activated stereotypes by presenting words too quickly to register in conscious perception (a procedure known as “subliminal priming”). After subliminal priming with words intended to activate a stereotype of “Blacks,” such as welfare, busing, and ghetto, white American students were more likely to judge an imaginary male of an unspecified race as a hostile person than when they were primed with neutral words. Further, the biasing effect was just as powerful in those students who expressed little racial prejudice on a questionnaire as in those who overtly expressed considerable racial prejudice.


The latter finding is particularly troubling because it suggests that even people who consciously experience little prejudice automatically activate stereotypical biases. But results from a British study point toward differences between high- and low-prejudice individuals. Like American students, high- and low-prejudice white British students were both biased to see a race-unspecified person as hostile after subliminal priming with negative words that directly activate a racial stereotype, such as drugs, rude, and crime. But only high-prejudice individuals showed a biasing effect after subliminal priming with neutral words that activate the general category of “Black people,” such as colored, afro, and West Indians.

Stereotypical biases can also result in disturbing tendencies for people to “remember” hearing about nonexistent Black criminals. Mahzarin Banaji and her coworkers showed college students male names, indicating that some might seem familiar because they were names of criminals who had appeared recently in the media. Although none were actually names of criminals, the students were almost twice as likely to identify stereotypically Black names (Tyrone Washington, Darnell Jones) as those of criminals compared to stereotypically white names (Adam McCarthy, Frank Smith). The bias occurred even when people were instructed that “people who are racist identify more black names than white names; please do not use the race of the name in making your judgment.”

Bias effects are not restricted to racial stereotypes. In another series of studies, Banaji and her collaborators exposed people to names of famous and nonfamous people, and later asked them to judge whether these and other names were famous or not. Previous studies had shown that after seeing nonfamous names, people sometimes later mistakenly classify them as famous. The nonfamous names seem familiar because they were presented earlier in the experiment, but participants forgot where they encountered the name—a misattribution error similar to those we considered in Chapter 4. In Banaji’s experiment, people were far more likely to make this “false fame” error for male names than for female names. A gender stereotype—men are more likely to be famous than women—biased participants to make erroneous claims about the supposed fame of made-up male names.

A case can be made that such stereotypical biases are defensible and even reasonable. After all, in our society men are more likely to be famous than women; likewise, a higher proportion of Black than white men are in prison. The latter consideration probably motivated the behavior of the night strollers who conspicuously avoided Brent Staples: the University of Chicago area where he lived borders on largely Black and crime-ridden neighborhoods. Considered in statistical terms that apply to groups of people—men and women, Blacks and whites—stereotypical biases are not necessarily erroneous. The problem arises because people are sometimes willing to act on these biases in cases in which they are entirely unwarranted, resulting in what Banaji calls “guilt by association” rather than “guilt by behavior”: individuals are perceived negatively based on their membership in a group rather than because of their specific behaviors or attributes.

Activated stereotypes not only bias how we think and behave; they can also influence what we remember. If I tell you that Julian, an artist, is creative, temperamental, generous, and fearless, you are more likely to recall the first two attributes, which fit the stereotype of an artist, than the latter two attributes, which do not. If I tell you that he is a skinhead and list some of his characteristics, you’re more likely to remember that he is rebellious and aggressive than that he is lucky and modest. This “congruity bias” is especially likely to occur when people hold strong stereotypes about a particular group. A person with strong racial prejudices, for example, would be more likely than a less prejudiced person to remember stereotypical features of a Black man’s behavior and less likely to remember behaviors that don’t fit the stereotype. This tendency can create a self-perpetuating cycle in which a stereotype biases recall of congruent incidents, which in turn strengthens the stereotypical bias.

Stereotype bias also tends to occur when we don’t make an effort to consider an individual’s particular characteristics because we are mentally preoccupied with other matters. In controlled experiments, for instance, stereotype bias is most pronounced when people are given difficult tasks to carry out at the same time that they form impressions of people. You are most likely to recall only that Julian the artist is creative and temperamental if, when you first meet him, you are devoting most of your attention to thinking about an important meeting or an exam you will soon be taking. When you can devote more cognitive effort to sizing up Julian as an individual, you may actually recall more information that is incongruent with the stereotype. If you notice that Julian seems unusually even-keeled, for instance, you may wonder why he is so different from your stereotypical expectation of a temperamental artist. As a result of carrying out elaborative encoding to resolve the apparent discrepancy, you later remember clearly Julian’s even-keeled demeanor.

When events unfold in a way that contradicts our expectations based on stereotypes and related knowledge of the world, we may be biased to fabricate incidents that never happened in order to bring our memories in line with our expectations. Consider two versions of a story about a man, Bob, who dearly wanted to marry his girlfriend, Margie, but did not want children and was anxious about how Margie would react if he told her. In one version of the story, Margie was thrilled to hear that Bob wished to remain childless because this desire fit well with her career plans. In another version, Margie was horrified because she desperately wanted children. Now consider two possible endings: Bob and Margie married, or Bob and Margie ended their relationship.

If you had read that Margie was thrilled by Bob’s disclosure, then, based on your general knowledge of relationships, you would expect them to marry and find it surprising if they split up. But if you had read that Margie was horrified by Bob’s disclosure, you might expect a breakup and be surprised if they married. Experiments have shown that when trying to recall the story, people who received incongruous endings mistakenly remembered critical incidents in a way that made sense of the outcomes. For instance, participants who read that Margie was horrified, and then learned that Bob and Margie married, recalled incorrectly, “They separated but realized after discussing the matter that their love mattered more.” But participants who read that Margie was thrilled, and later learned that the couple split, incorrectly recalled such incidents as “There was a hassle with one or the other’s parents” or “They disagreed about having children.”

Much as the Ministry of Truth in Orwell’s 1984 revises the historical past to fit its current precepts, general knowledge biases story recall so that memory fits neatly with expectations. In 1984, responsibility for revision and fabrication fall on the shoulders of workers within the Ministry of Truth, such as the novel’s protagonist, Winston Smith. In the world of memory, revisionist biases have been linked with one of the most puzzling subsystems in the human brain.

The Basis of Bias

In the late 1960s, neuropsychologists described an arresting syndrome that immediately captured the imagination of scientists and the general public alike. Patients who had undergone surgical separation of the left and right cerebral hemispheres as a treatment for intractable epilepsy—“split-brain” patients—behaved as if they housed two minds in a single body. The left hemisphere handled language and symbols, the right specialized in nonverbal information such as images and spatial locations. Though these patients seemed normal in casual conversation and social interaction, careful psychological testing revealed that situations could be devised in which each hemisphere digested incoming information without awareness of what the other was experiencing.

Despite its ignorance of happenings in the right hemisphere, the left hemisphere is nonetheless quite adept at coming up with various explanations and rationalizations for the strange situations that result from its surgical disconnection. The Dartmouth neuroscientist Michael Gazzaniga, who pioneered much of the research on split-brain patients, used clever experimental procedures to create conflicts between the left and right hemispheres to reveal the left brain’s propensity for explanation and rationalization. For instance, after flashing the command “walk” to a split-brain patient’s right hemisphere, without the knowledge of the left hemisphere, the patient would get up as instructed. When asked why he was walking, the patient—now relying on the verbal left brain—rationalized that he was going to get a soda. In another classic demonstration, Gazzaniga exposed a picture of a snow-covered house to the right brain and a chicken claw to the left. The patient was instructed to pick (from several choices) a line drawing of an object that related to the picture he saw. The patient’s right hand (controlled by the left hemisphere) chose a rooster to match the chicken claw, whereas his left hand (controlled by the right hemisphere) chose a snow shovel to match the winter scene. The patient, faced with the bizarre sight of his two hands pointing to different drawings, consulted his verbal left hemisphere (which had no knowledge of the winter scene presented to the right brain) and immediately offered an explanation. He chose the shovel with his left hand, the patient claimed, because it could be used to clean out the chicken coop! Innocent that the left hand actually chose the shovel because it fit the winter scene shown to the nonverbal right hemisphere, the left brain confidently—but erroneously—generated an after-the-fact rationalization that made sense of the otherwise bewildering choice.

Based on these and other similar observations, Gazzaniga postulates that the left brain contains an “interpreter” that is continually drawing on general knowledge and past experience to try to bring order to our psychological worlds. These activities can produce memory biases not unlike those considered earlier in this chapter. For instance, Gazzaniga and his colleague Elizabeth Phelps showed split-brain patients slide sequences of such everyday activities as a man getting up for a day’s work. Later, they tested the memories of the left and right hemispheres for incidents shown earlier, such as the man looking at his alarm clock, and novel incidents that had nothing to do with the studied sequences, such as the same man fixing a television. Most important, each hemisphere was also asked about incidents that fit the stereotype (or “schema”) of getting up for work but that did not actually appear in the initial slide sequence—sitting up in bed, brushing teeth, and the like.

The left hemisphere often falsely recognized novel incidents that were consistent with the stereotype, whereas the right hemisphere hardly ever did. The left-brain interpreter was at work again, showing a bias to respond on the basis of general knowledge about activities usually involved in getting up for work. Though the left hemisphere’s responses made sense in general terms—people do typically sit up in bed or brush their teeth when they get up for work—they were wrong when applied to the particular slides shown on this specific occasion.

The resemblance to the stereotypical biases considered earlier is striking. The left-brain interpreter relies on inferences, rationalizations, and generalizations as it tries to relate past and present, and in so doing probably also contributes to consistency, change, hindsight, and egocentric biases. The interpreter may help to confer a sense of order in our lives, allowing us to reconcile our present attitudes with our past actions and feelings, generating a comforting sense that we always knew how things would turn out, or enhancing our opinions of ourselves. But it also has the potential to lead us down the path of delusion. If the facile explanations and rationalizations offered by the interpreter generate powerful biases that prevent us from seeing ourselves in a realistic light, we are clearly at risk for repeating past failures in the future.

Fortunately, the left-brain interpreter is balanced by systems in the right hemisphere that are more attuned to the constraints of the external world. In Phelps and Gazzaniga’s memory study, for instance, the right brain claimed to remember only the exact incidents it witnessed and almost never falsely recognized similar events that hadn’t happened. In fMRI studies led by Wilma Koutstaal in my laboratory, we discovered that part of the right visual cortex is sensitive to whether an identical object is presented on two occasions (the same picture of a table) compared with two different examples of the same object (pictures of different tables). But the left visual cortex responds similarly whether objects shown on two occasions are identical or merely alike.

The right hemisphere’s proclivity for responding on a literal basis can help to keep in check its more expansive and error-prone cerebral neighbor. In Orwell’s 1984, the Ministry of Truth enjoys sovereign rule, unfettered by any countervailing forces; the result is a totalitarian disaster. The left-brain interpreter, left to its own devices, might well produce a similarly calamitous outcome in individual minds: unchecked bias and rationalization could lead us to a bottomless abyss of self-delusion. Happily for our species, however, the brain has engineered a system of checks and balances missing in Orwell’s nightmare vision. Still, the various forms of bias are so deeply embedded in human cognition that few good remedies exist for overcoming or avoiding them altogether. Perhaps the best we can do is to appreciate that current knowledge, beliefs, and feelings can influence our recollections of the past and shape our impressions of people and objects in the present. By exercising due vigilance and recognizing the possible sources of our convictions about both past and present, we can reduce the distortions that arise when memory functions as a pawn in the service of its masters.

 


  The Update


Fake News: How Bias Impacts Memory and Judgment

I began this chapter by discussing the manipulative practices of the Ministry of Truth in Orwell’s 1984. The totalitarian regime’s chilling conclusion that past events “have no objective existence,” surviving through malleable human memories that can be influenced for purposes of political control, seemed to me a compelling backdrop for thinking about the ways in which retrospective biases can shape individual memories. It never occurred to me back in 2001 that some of the issues raised by the workings of the fictional Ministry of Truth in 1984 would become central to political discussions fifteen years later. But concerns regarding the impact of “fake news” on the 2016 presidential election in the United States, and the emergence of “alternative facts” as a way of describing false claims made by members of Donald Trump’s administration, brought discussions regarding the nature and even the existence of “truth” to the center of political life. Given a sharply divided electorate that often consumes political news from media silos that cater to and confirm preexisting beliefs, “truth” in today’s political world is all too often the product of consistency biases that shape perception and memory.

A 2013 study of memory for true and false political events supports this idea. More than five thousand participants completed an online survey posted at Slate.com that probed whether people remembered three actual political events and five fabricated events. Consistent with previous studies of misattribution and suggestibility, 27 percent claimed to remember seeing the fabricated events on the news, and about 50 percent claimed some type of memory for the fabricated event. Bias, however, clearly played a role in shaping these false memories. For example, conservative participants were especially likely to report a false memory for a fabricated event that depicted President Barack Obama in a negative light (shaking hands with the president of Iran), whereas liberal participants were especially likely to report a false memory for a fabricated event that depicted President George W. Bush in a negative light (vacationing with a baseball player during Hurricane Katrina).

A study carried out just prior to the May 2018 referendum concerning abortion rights in Ireland provides additional evidence highlighting the close links between consistency bias, fake news, and false memories. The eighth amendment to the constitution of Ireland guaranteed the unborn a right to life, resulting in extremely restrictive abortion laws. The referendum was on whether to repeal the eighth amendment (the “yes” side) or preserve it (the “no” side). The “yes” side won a landslide victory over the “no” side. The week before the referendum, the Irish psychologist Gillian Murphy and her colleagues administered an online survey to more than three thousand adults, most of whom indicated that they would be voting in the referendum. The survey included photos and headlines of four true and two fake news stories pertaining to both the “yes” and “no” campaigns. Critically, there were two versions of each of the fake news stories, one that reflected negatively on the “yes” side and another that reflected negatively on the “no” side. For example, one of the fake news headlines—“The Together for Yes campaign (or Save the 8th campaign) was forced to destroy 25,000 campaign posters after evidence emerged that the posters were bought using funding received from American pro-choice (or pro-life) lobbyists”—was accompanied by a photo of the poster.

The researchers asked whether participants remembered the event described in the headline and then asked them to choose one of the following options:


	I remember seeing/hearing this.


	I don’t remember seeing/hearing this but I remember it happening.


	I don’t remember this but I believe it happened.


	I remember this differently.


	I don’t remember this.




Overall, 48 percent of the participants indicated that they remembered at least one of the two fake news stories by selecting Option 1 or 2; that percentage rose to 63 percent when Option 3 was included. (See The Update in Chapter 5 for my discussion of false memories versus false beliefs.) Among the 48 percent who claimed to remember a fake event, 37 percent chose Option 1, claiming a specific recollection, and the remaining 11 percent chose Option 2, indicating a more general memory.

Similar to the results from the Bush-Obama false memory study, bias played a crucial role: “yes” supporters were more likely than “no” supporters to report a false memory for fake news about the “no” side, whereas “no” supporters showed the opposite pattern. The researchers also obtained measures of overall cognitive ability (using a vocabulary test that is strongly positively correlated with overall IQ scores), and they found that biased false memories of fake news that depicted the opposite side in an unfavorable light were especially frequent among respondents with low cognitive ability.

Once again, we have evidence for the workings of an internal “Ministry of Truth” operating within individuals that colors memory to the point that we are more likely to falsely remember fake events when they fit our personal “party line” than when they don’t. A study of Donald Trump and Hillary Clinton supporters in the 2016 presidential election has also pointed toward lazy thinking and low reasoning ability (as opposed to biased reasoning) as a key factor in susceptibility to fake news.

In addition to consistency bias, assessment of fake news stories is impacted by a “truth bias”: when presented with ambiguous statements that might be true or might be false, people typically exhibit a moderate bias to judge them as true. Importantly, mere repetition of a statement often further bolsters a person’s belief that it is true. This is known as the “illusory truth effect,” which was initially established back in the 1970s but has recently been demonstrated when people make judgments about the veracity of real-life fake news stories posted on Facebook. In the latter study, a single previous exposure to a fake news story increased participants’ judgments of how accurate it was, even when the story was implausible and fact-checkers flagged it as problematic. The only fake headlines that escaped this illusory truth effect were ones that promoted preposterous claims that could be quickly dismissed as false (e.g., “The Earth is a perfect square”), but more recent research indicates that even blatantly false statements can be subject to the illusory truth effect. Disturbingly, similar effects of repetition occur even for news stories that one knows for certain are fake. Other research has shown that following one or four exposures to a fake news headline, people judged that it was less unethical to share the news when they saw the headline again (compared to novel headlines), even though they were explicitly instructed that the headline was fake! People also indicated that they would be more likely to share repeated fake headlines than novel headlines.

One recent study examined the impact of repetition on both illusory truth and consistency bias. The researchers measured whether Democrats and Republicans responded differently after repeated exposure to claims made by Donald Trump. Participants made truth judgments about statements that, according to a fact-checking organization, varied in truth value on a six-point scale from “True” to “Pants on Fire.” In light of the evidence we have considered regarding consistency bias and fake news, you might think that the illusory truth effect would be greater in Republicans than in Democrats. It wasn’t. Repetition increased the rated truth value of Trump’s statements to the same degree for both Republicans and Democrats. Moreover, this effect was present in both groups to the same degree, even for statements rated as “False” or “Pants on Fire” by fact-checkers. In this study, then, an illusory truth effect was evident even though a consistency bias was not.

Given that consistency bias and truth bias can play a role when people judge fake news items, it becomes an urgent matter to figure out how to counter the biasing influences of the internal “Ministry of Truth” that can lead us astray both when we attempt to reconstruct events from the past and when we assess the truth value of assertions in the present.

The Rise of Implicit Bias

On September 26, 2016, Clinton and Trump engaged in their first debate of the presidential campaign, which, with more than 80 million viewers tuned in, set a record as the most-watched debate in American history. The evening had its share of memorable moments, but one that stood out to me occurred when moderator Lester Holt asked Clinton about a recent remark she had made concerning the necessity of addressing implicit bias in police. Clinton responded, “Lester, I think implicit bias is a problem for everyone, not just police.”

That moment was striking to a psychologist because we don’t expect to hear concepts from the psychological literature discussed in a presidential debate. “Implicit bias” refers to the idea that people can be influenced by stereotypes that operate outside of conscious awareness. The concept grew out of two research literatures. The first concerns work on stereotype bias, discussed earlier in this chapter, which even by 2001 had produced evidence that this type of bias can occur automatically, outside of our awareness. The second concept concerns a distinction that the cognitive psychologist Peter Graf and I drew in 1985 between “explicit memory” (conscious recollection of past experiences) and “implicit memory” (nonconscious effects of past experience on subsequent behavior and thought). I haven’t said much about implicit memory in this book because the seven sins refer mainly to misdeeds of explicit memory. In 1995, the social psychologists Anthony Greenwald and Mahzarin Banaji published an influential paper that extended the concept of implicit memory to what they called “implicit social cognition” (i.e., nonconscious effects of past experiences on subsequent social processing) and also made the case that stereotype biases can operate implicitly. A few years later, Greenwald and his colleagues reported a new task, the Implicit Association Test (IAT), which provided a novel measure of stereotypical biases. In 2017, Greenwald and Banaji described the initial IAT:

 

Subjects are asked to respond to four categories of stimuli with just two responses (usually two keys on a computer keyboard). In the first IAT, the four categories were flowers, insects, pleasant, and unpleasant, each represented by words. A surprisingly strong finding was that when one key was used for both flower names and pleasant-meaning words (and the other key for insect names and unpleasant-meaning words), responding averaged about 300 ms [milliseconds] faster than if one key was for insects and pleasant and the other for flowers and unpleasant.



 

The idea here is simple but ingenious: quicker responses to categories that fit together based on past experiences (e.g., flower names and pleasant words) compared with responses to categories that don’t fit together (e.g., insect names and pleasant words) reflect the influence of stronger associations in memory that implicitly impact a person’s performance. The finding that made the IAT relevant to social cognition and racial bias came from another experiment that found that white participants responded more quickly to pairings of white faces with pleasant words than to pairings of Black faces with pleasant words—even though, on an explicit measure of racial attitudes (e.g., rating on a numerical scale one’s attitudes or feelings about a racial group), most of these participants did not express a preference for whites over Blacks. What began as a series of laboratory experiments spawned Project Implicit, a Harvard website where anyone can take an IAT regarding a number of topics (e.g., race, gender, sexual orientation). A large-scale 2002 study based on IAT data collected at the Project Implicit website from more than 100,000 white respondents and 17,000 Black respondents revealed that white participants showed a large implicit bias favoring whites over Blacks and a smaller explicit bias favoring whites. Black participants showed a much weaker implicit bias favoring whites despite showing an explicit bias favoring Blacks over whites.

Research using the IAT to examine implicit bias has exploded during the past two decades, more than 20 million people have taken an IAT at the Project Implicit website, and discussions of the implications of these findings have spread far beyond the bounds of social psychology labs to such domains of everyday life as policing and hiring practices—as well as to that 2016 presidential debate. This explosion has been accompanied by controversies regarding the reliability, validity, and interpretation of findings from the IAT that are still the subjects of intense debate.

However, the IAT is not the only task that reveals signs of implicit bias. Consider studies by the psychologist Joshua Correll and his colleagues concerning the “police officer’s dilemma”: whether or not to shoot a suspect who may or may not be armed. Correll’s experiments use what he calls the first person shooter task (FPST), a video game in which participants see images of armed or unarmed young men, half white and half Black, and their goal is to shoot the targets armed with a gun while refraining from shooting the unarmed targets (who are holding a camera instead of a gun). The images are flashed to participants very quickly, and when participants pull the trigger, they typically do so in less than a second. In a series of studies, Correll and his colleagues found that participants were more likely (and quicker) to (1) shoot armed targets when the targets were Black than when they were white, (2) refrain from shooting an unarmed target when the targets were white than when they were Black, and (3) make the mistake of shooting unarmed targets when those targets were Black than when they were white. This same overall pattern was observed regardless of whether the shooter was Black or white.

Questions about implicit bias have special urgency for the police, especially in light of recent high-profile shootings of unarmed Blacks that have raised questions about the possible role of implicit bias. Correll and his colleagues addressed this issue by examining police performance in their FPST paradigm. They found that police officers from four different districts in Denver were overall more accurate in detecting the presence of a weapon and faster to make correct responses than were community members from the same districts. And in contrast to community members, police officers did not show a bias to shoot more Black than white targets. But like community members, the response times of police officers revealed an implicit bias: they were quicker to make shoot/no-shoot decisions regarding targets that fit racial stereotypes (unarmed white targets and armed Black targets) than those that did not (armed white targets and unarmed Black targets).

Can training to overcome implicit bias help with the kinds of racial biases revealed by the IAT and FPST? Social psychologists have been asking this question in research studies for the past twenty years, and training to counter implicit bias has become increasingly popular in various everyday settings, including in police departments, the corporate workplace, and academia. The potential importance of these efforts is underscored by recent evidence that people who perpetrate discrimination may be held less accountable when that discrimination is attributed to implicit bias than to explicit bias. As a result, discriminatory behaviors attributed to implicit bias may be especially difficult to stop.

Evidence for a significant and lasting influence of implicit bias training is, at best, patchy. In 2012, the social psychologist Patricia Devine, one of the pioneers in research on implicit bias, published a study in which ninety-one undergraduates took part in a twelve-week training program that used a suite of five strategies for reducing implicit racial bias, including imagining Black individuals who don’t fit Black stereotypes, taking the perspective of a Black individual, and related approaches. Devine and her colleagues reported reductions in implicit bias, as assessed by the Black-white version of the IAT, at both four weeks and eight weeks after training. In a larger-scale 2014 effort, a group of more than twenty researchers led by the social psychologist Calvin Lai held a contest to evaluate the efficacy of eighteen interventions designed to reduce implicit racial bias. In studies based on a sample size of more than 17,000 participants, only half of the interventions reduced implicit bias on the IAT. The most effective interventions were those that exposed participants to examples that contradicted Black stereotypes, and the least effective ones required participants to think about values that emphasize equality or to experience empathy. Notably, none of the interventions reduced explicit racial preferences. In 2016, Lai and his colleagues performed additional experiments that confirmed that the nine interventions that were successful in reducing implicit bias in their previous work were also effective when they assessed implicit bias immediately after the intervention. But none of the interventions were effective when researchers assessed implicit bias after delays of just a few hours or days. A more recent meta-analysis examined attempts to change implicit biases on a variety of measures in nearly 500 different studies involving more than 87,000 participants. This analysis found some evidence that implicit biases can be changed, but the effects were often weak and short-term, and the observed changes in implicit bias did not predict changes in explicit measures or behavior.

These results raise serious questions about whether there can be a significant payoff from implicit bias training designed to impact everyday behaviors by police or in corporate or academic settings. But the lack of clear-cut evidence for robust and lasting training effects should not be entirely surprising if we view implicit bias as a result of experiences that are built up across a lifetime and maintain a strong hold at deep levels of memory. In the case of race, implicit bias likely reflects exposure to and retention of culturally widespread associations linking Black individuals with danger and threat based on information contained in sources such as media reports of crime and poverty in Black neighborhoods and television and movie depictions of Blacks as criminals. These negative cultural associations are likely offset to some extent in Black individuals by more positive personal interactions with other Blacks than are experienced by most whites.

Psychologists have made significant strides in addressing the nature and extent of implicit bias since 2001, and the field’s database of experimental findings is much more robust now than it was then. But my conclusions regarding the prospects for eradicating bias are not much different than they were two decades ago: bias is so deeply embedded in human cognition that it is going to be a tough task to eliminate it altogether. Hopefully, however, with increasing awareness of the potentially pernicious effects of implicit bias, the cultural inputs that give rise to it will change over time. In fact, there is evidence that something along these lines is happening already. Using more than 4 million test results from the IAT gathered at the Project Implicit website between 2007 and 2016, Tessa Charlesworth and Mahzarin Banaji found that both explicit and implicit attitudes regarding race, skin tone, and sexual orientation showed decreasing evidence of bias across that decade. Explicit but not implicit attitudes showed reduced bias regarding age, disability, and body weight. Bias may not be easy to change, but neither is it entirely immutable.
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  The Sin of
 Persistence


ON A SUNNY AFTERNOON in early October 1986, a jubilant crowd of baseball fans cheered as the hometown California Angels neared victory over the Boston Red Sox in the American League Championship Series. In the ninth inning of the fifth game, the Angels held a seemingly insurmountable advantage: leading by a score of 5–2, they needed only one more win to clinch the series. But the Red Sox rallied, cutting the lead to 5–4 and putting a runner on first base with two outs. Trying to end the game, the Angels manager, Gene Mauch, summoned the ace reliever Donnie Moore from the bullpen to face the journeyman outfielder Dave Henderson. Moore quickly threw two strikes. Angels fans and players began to celebrate as the seemingly overmatched Henderson barely fouled off a pitch to avoid striking out. With the odds stacked heavily against him, Henderson hammered Moore’s next offering into deep left field for a game-winning home run. Moore, his teammates, and the crowd watched in disbelief as Henderson trotted around the bases. The Angels failed to bounce back, and the Red Sox advanced to the World Series.

With the passing of time, Angels players and fans eventually recovered from the deflating loss. But Donnie Moore never did. He was haunted, sometimes overwhelmed, by the memory of Henderson’s home run. Though his teammates tried to remind him of all the games he had saved during the season, Moore focused only on the fateful pitch, blaming himself for the team’s defeat. Fans and media helped to strengthen the vivid recollection by talking about the incident incessantly. Unable to shake the memory, Moore sank into an ever-deepening depression that undermined his marriage and career. In July 1989, Moore’s descent concluded violently. “Tormented by the memory of one pitch,” began a bulletin from the Associated Press, “and despondent over his failing career and marital troubles, former California Angels pitcher Donnie Moore shot his wife numerous times before killing himself, police said.” Moore’s agent, Dave Pinter, commented that “even when he was told that one pitch doesn’t make a season, he couldn’t get over it. That home run killed him.”

Though Moore’s downfall was probably not entirely attributable to this single incident, his demise nonetheless provides a dramatic example of memory’s seventh and perhaps most debilitating sin: persistence. In contrast to transience, absent-mindedness, and blocking, which entail forgetting information or events you wish you could remember, persistence involves remembering those things that you wish you could forget. Sometimes persistence is no more than a mild irritant. We’ve all had the experience of a tune or a song that we can’t get out of our heads. We may at first enjoy the experience, but as time goes on, we tire of mentally “hearing” the persisting melody and attempt to banish the intruder from consciousness. Sometimes these persistent memories can distract us from more important tasks. I recall feeling flustered as a high school student when a favorite Led Zeppelin song kept running through my head in the middle of an exam, making concentration on the test almost impossible. Laurie Gordon, an undergraduate in one of my Harvard seminars, recounted a similar annoyance and the steps she took to prevent its recurrence:

 

I was able to bring in a double-sided review sheet for one of my finals. I found that I had extra room on the sheet, since there wasn’t much information that would be useful to have during the exam. I decided to fill the extra space on the sheet with lyrics from 5 or so of my favorite songs, so that I wouldn’t run into the situation I had experienced the day before, when I had had difficulty concentrating because of an annoying song running through my head. Instead, when I took the exam, I was able to block out this song by looking at the song lyrics that I had written on my review sheet.



 

Though irritating, the “tune running through the head” experience occurs relatively infrequently, most often does not have serious consequences, and can be managed effectively with techniques such as the one Gordon used. The type of persistence that overwhelmed Donnie Moore is far more troubling. Despite the extraordinary nature of Moore’s story, it nevertheless illuminates the primary territory of persistence: disappointment, regret, failure, sadness, and trauma. Experiences that we remember intrusively, despite desperately wanting to banish them from our minds, are closely linked to, and sometimes threaten, our perceptions of who we are and who we would like to be.

Hot Memories

Because persistence is strongly linked with our emotional lives, to understand the seventh sin we need to consider the relationship between emotion and memory. Everyday experience and laboratory studies reveal that emotionally charged incidents are better remembered than nonemotional events. The emotional boost begins at the moment a memory is born, when attention and elaboration strongly influence whether an experience will be subsequently remembered or forgotten. As bouts of absent-mindedness illustrate, when we fail to attend to or elaboratively encode incoming information, we stand little chance of remembering it later.

Experiments have shown that emotional information attracts attention quickly and automatically, illustrated nicely by experiments using a variant of the famous “Stroop effect.” Print the word yellow in yellow marker, red in blue marker, and green in black marker, then try to name the color in which each of the words is printed. You will notice that you take longer to say “blue” and “black” than “yellow,” because you can’t help but analyze the meanings of red and green, which conflict with the colors you are trying to name. Something similar can happen when you use emotional words such as sad and joy: compared with neutral words like wet, naming the colors of positive and negative words takes longer. The emotional words seem to draw attention automatically, which gets in the way of naming the color. In the split second that it takes to read a word, its emotional significance is retrieved and evaluated, influencing how we name and encode it.

After this first-pass automatic evaluation, the significance of emotional information undergoes evaluation in relation to our current goals and concerns. Goals may be short-term, such as striking out a batter to end a baseball game, or long-term, such as performing well during the course of a baseball season to attain a higher future salary. When our actions prevent us from attaining our goals—as with Donnie Moore—we feel sadness, frustration, or disappointment. When they allow us to attain our goals—imagine that Moore had struck out Dave Henderson—we feel happiness and perhaps elation. When we relate a current experience to short- or long-term goals, we engage in a kind of reflection and analysis—elaborative encoding—that promotes subsequent memory for the experience.

Though memory for emotional events generally benefits from both automatic first-pass evaluation and later reflections, there’s a cost. Consider a bystander in a bank as a robbery unfolds. Attempting to escape, the crook brandishes a gun; feeling a rush of fear, the bystander instantly focuses on the weapon. Consequently, the bystander can later recall the gun’s features in great detail. But when police ask for a description of the robber, they can summon only a hazy memory of the robber’s face—not enough information to help investigators. Psychologists call this phenomenon “weapon focus.” The emotionally arousing object draws attention automatically, leaving few resources to help encode the rest of the scene. Experiments have shown that people usually remember well the central focus of an emotionally arousing incident, at the expense of poor memory for peripheral details.

The benefits of emotional arousal for subsequent memory extend to both positive and negative events: we remember more high and low moments from our lives than mundane ones. And positive experiences, just like negative experiences, tend to be remembered involuntarily and intrusively. Roughly 90 percent of college students who recorded emotional incidents in a diary reported that they later experienced at least some intrusive memories for both positive and negative events, with more intense emotions producing more frequent intrusive memories. The difference, of course, is that positive memories are usually welcome intruders—we enjoy basking in the glow of a recent business success, athletic accomplishment, or romantic encounter—whereas negative memories are decidedly not.

Psychologists have long debated whether positive experiences are better remembered than negative ones, or vice versa. Though little evidence in this regard has turned up so far, experiments conducted in my laboratory by the psychologist Kevin Ochsner revealed an intriguing qualitative difference between the two. He showed college students a series of positive, negative, and neutral photographs, such as a smiling baby, a disfigured face, and an ordinary building. On a later test, people recognized more of the positive and negative pictures than the neutral ones, and they recognized about the same number of positive and negative pictures. But when Ochsner probed the experimental participants more closely about why they claimed to recognize a particular picture, differences between positive and negative memories began to emerge. When people recognized positive pictures, they tended to say that the pictures just seemed familiar; when they recognized negative pictures, they reported detailed, specific recollections of what they thought and felt when they originally encountered the item. If we tend to remember negative events in greater detail than positive ones, then we may be at special risk for persistently retrieving painful particulars of those experiences we would like most to forget.

When Memory Hurts

Our chances of becoming chronically plagued by persistence depend in part on what happens after an adverse experience. Over time, the sting associated with unpleasant events often fades. We’ve all endured difficult experiences—the death of a loved one, rejection by a lover, failure at work—that pain us mightily in the days and weeks after they occur. In the immediate aftermath, we may find ourselves reliving the painful incident to the point of distraction, but the raw hurt eventually dissipates. Some data suggest that negative emotions may actually fade faster than positive ones. Consider a study in which college students kept diaries of daily experiences, rated the pleasantness and other features of the events, and then tried to remember the experiences and associated emotions at various times ranging from three months to over four years after the incident occurred. Memory for unpleasant emotions faded faster than memory for pleasant emotions.

Reminders of difficult experiences can slow the normal fading of painful emotions over time. The great novelist Gabriel García Márquez began his novel Love in the Time of Cholera with a tribute to one: “It was inevitable: the scent of bitter almonds always reminded him of the fate of unrequited love.” Continual reminding can strengthen recall of the disturbing specifics of what happened to the point that persistence becomes unbearable. Reporters, fans, and the media hounded Donnie Moore for months after Henderson’s home run, making it impossible for him to find relief in the usual benefits conferred by the passing of time. His teammate Brian Downing blamed the media for reminding Moore unrelentingly. “You destroyed a man’s life over one pitch,” commented Downing ruefully after learning of Moore’s suicide. “All you ever heard about, all you ever read about, was one pitch.”

Reminders of unpleasant experiences can also induce us to engage in what psychologists call “counterfactual thinking”—generating alternative scenarios of what might have been or should have been. Anyone who has invested in the stock market is likely familiar with the power of counterfactual thinking. You track a favorite stock as its price steadily rises. Finally, you work up the nerve to invest, and in no time your worst fears are realized: the market begins a correction, and you lose 20 percent of your investment within a few days. As you helplessly watch the stock drop, you become overwhelmed with regret over your hasty action. “If only I had been more patient and waited for the market to tumble,” you chide yourself as you relive the moments leading up to your decision to throw money after the stock. You wake up at night ruminating about your decision, imagining how happy you would have been had you decided to wait just one or two more days to invest. Such counterfactual thinking can easily lead to the kind of hindsight biases we considered in Chapter 6.

I experienced an unsettling episode of such counterfactual thinking during a trip to a midwinter conference in Florida. Scheduled to return to Boston on a Friday night, I heard a weather report warn of a massive storm that would surely result in my flight’s cancellation. Should I leave the conference early and try to beat the storm to Boston, or relax and enjoy another day or two of Florida sunshine? After some hesitation, I opted to outrace the storm. The strategy almost worked: my flight was cleared to land in Boston, and it looked as if I would arrive home ahead of the blizzard. But conditions deteriorated rapidly, the pilot was unable to touch down, and we ended up making an emergency landing in Maine. Then I endured an eighteen-hour odyssey of waiting, another failed landing attempt, a diversion to JFK Airport in New York, and finally an overnight limousine ride to Boston with several other flustered passengers. “Why didn’t I stay in the sunshine?” I kept thinking to myself as the situation fell apart. Reflecting back on the moment when I decided to try to outrace the storm, I imagined myself on the phone to the airline, making the now clearly wise decision to remain in Florida a little while longer.

Persistent counterfactual thinking can be far more serious when people feel that they could or should have acted to prevent a tragedy. Friends and relatives of people who commit suicide, for instance, are frequently plagued by persisting counterfactual thoughts about what they could or should have done to prevent a loved one from taking their own life. “Some survivors will blame themselves for not intervening,” concludes the British suicide expert Mark Williams, “and endlessly ruminate on what they could have done to prevent it.” Even after a loved one died from an untreatable illness, another researcher reported, grieving family members “found themselves repeatedly reviewing, going over in their minds, the events leading up to the death, often endlessly replaying the incident, as if by doing so they could undo or alter the events that had occurred.” One widow paralyzed by persistent counterfactual thinking commented, “I go through that last week in the hospital again and again. It seems photographed on my mind.” Consistent with these real-life examples, laboratory studies have revealed that negative experiences result in higher levels of subsequent counterfactual, “if only” kinds of thinking than do positive experiences.

Persisting memories and counterfactual thinking almost invariably accompany such overwhelming events as the death of a loved one. But responses to many kinds of disappointments and failures depend, at least in part, on previous experiences that shape the way we view ourselves: even relentless reminding of an unpleasant experience need not result in paralyzing counterfactual thinking or the kind of crippling persistence that undermined Donnie Moore. Consider the case of Jean Van de Velde. This previously unknown French golf professional captured international attention in July 1999 when he led the prestigious British Open in the tournament’s final round. Standing on the eighteenth tee, Van de Velde held a commanding three-shot lead and seemed assured of victory, needing only to avoid a complete disaster to win. Instead, he collapsed: wild shots into the remote reaches of the rough and water led to a triple-bogey eight as millions of golf fans around the world watched incredulously. Van de Velde fell into a three-way tie for the lead and then lost the tournament in a playoff, completing the most stunning meltdown that professional golf had ever witnessed.

Recognizing the magnitude of the disaster, articles the next day in London newspapers proclaimed that the bitter memory of his collapse would torment Van de Velde for the rest of his life. But that’s not what happened. Though shaken and disappointed in the hours and days after he lost the tournament, Van de Velde did not become a prisoner of persisting memory the way that Donnie Moore did. Nor did he endlessly engage in counterfactual thinking about what he could or should have done on the fateful eighteenth hole. Instead, he explained the rationale for some of the controversial decisions he had made—decisions that backfired—and placed the experience in a broader perspective, noting that golf is a game and was only one part of his life. Van de Velde also enjoyed the new fame he had achieved by contending in an event of international stature. “Maybe it’s in my temperament,” Van de Velde commented several weeks later when reporters asked how he managed to handle the situation so well and avoid endlessly reliving what had happened on the final hole. “I don’t live in the past.”

The contrasting fates of Donnie Moore and Jean Van de Velde remind us that long-lasting persistence is not an inevitable consequence of all disappointments: how we respond to adversity and whether we become plagued by persistence depend on how we evaluate and appraise what happens to us. Psychologists refer to the compilations of past experiences that influence current evaluations as “self-schemas.” Built up over years and decades, self-schemas contain evaluative knowledge of our own characteristics. Consider whether the following words describe you: sad, optimistic, successful, lethargic. To make such judgments, you consult a self-schema that contains relevant information based on individual experiences and composite pictures from different stages of your life. Emotionally healthy people tend to endorse more positive than negative words, whereas depressed individuals endorse more negative than positive words. Depression is associated with a highly negative self-schema, resulting in a chronic perception of oneself as an inadequate or flawed individual.

The great Russian poet Alexander Pushkin captured some of the searing emotions associated with intrusive memories that reinforce a negative life script or self-schema in a poem titled “Remembrance”:

 


  And in the idle darkness comes the bite




  Of all the burning serpents of remorse;





  Dreams seethe; and fretful infelicities




  Are swarming in my over-burdened soul




  And Memory before my wakeful eyes




  With noiseless hand unwinds her lengthy scroll.




  Then, as with loathing I peruse the years,




  I tremble, and I curse my natal day,




  Wail bitterly, and bitterly shed tears,




  But cannot wash the woeful script away.



 

A negative self-schema can easily lead to depression because it provides a rich network of knowledge that facilitates encoding and later retention of negative experiences. When depressed patients make judgments about whether such words as failure or happy describe them accurately, they later recall more of the negative words, but not more of the positive words, than healthy controls. The psychologist Patricia Deldin found that depressed and nondepressed individuals show different patterns of electrical brain activity during encoding of positive and negative information. Depressed patients, relative to healthy controls, showed larger electrical responses to negative than to positive words. These differences, which occur during the fleeting moments when a new memory is born, create conditions that favor persistent retrieval of negative experiences—which in turn can heighten depressed mood, contributing to a self-perpetuating and potentially vicious cycle.

We don’t know whether Donnie Moore possessed an unusually negative self-schema that left him vulnerable to persistence, nor do we know whether Jean Van de Velde possessed an exceptionally positive self-schema that protected him from memory’s seventh sin. But we do know that patients suffering from clinical depression are especially prone to persistence. Studies carried out by the University of London psychologist Chris Brewin and his associates reveal that depressed patients are much more prone to intrusive memories of negative experiences than are healthy controls. In one study, for instance, Brewin’s group found that nearly all patients who became depressed as a result of a recent death, health problem, or incident of abuse or assault reported persistent and unwanted memories related to the precipitating event.

Brewin also examined intrusive memories in people who had recently received a cancer diagnosis. Some of these individuals sank into a severe depression, others became mildly depressed, and still others did not develop depression. The severely depressed patients reported many more intrusive memories—mainly related to illness, injury, and death—than did either the mildly depressed or nondepressed patients. This intensified persistence could be attributable to the negative mood that prevails in a severe depression. Laboratory studies have shown that current mood state influences the kinds of memories that people tend to retrieve: in happy moods, recollections of positive experiences spring to mind more readily than recollections of negative experiences; the opposite tends to occur in dark moods. The cancer patients’ intrusive memories could also be related to negative self-schemas that predispose patients to developing depression in the first place: these patients may have a larger store of negative memories than patients who prove emotionally resilient in the face of a cancer diagnosis. Once again, conditions are in place for a self-perpetuating cycle in which negative self-schemas and moods create fertile ground for persistent retrieval of negative memories, which in turn amplifies the severity of depression.

The psychologist Susan Nolen-Hoeksema found that people with a “ruminative” style, who focus obsessively on their current negative moods and past negative events, are at special risk for becoming trapped in such destructive self-perpetuating cycles. Those with a ruminative style endure longer episodes of depression than individuals who do little ruminating. For instance, prior to the 1989 Loma Prieta earthquake that shook the Northern California Bay Area, Nolen-Hoeksema measured mood and tendencies toward rumination in a large group of college students. In the days and weeks following the destructive event, she assessed their moods and emotional responses. Students who exhibited a ruminative style before the earthquake were more likely to be depressed weeks afterward than students who had not shown signs of a ruminative style prior to the quake. More rumination after the earthquake was linked with longer and more severe depression. Nolen-Hoeksema observed something similar in caregivers of terminally ill patients, who are at great risk for depression. Caregivers who tended to ruminate on present and past negative events became more severely depressed during the course of a terminal illness than those who did not.

Nolen-Hoeksema’s group linked rumination, depression, and memory even more strongly. College students who were experiencing depressed or nondepressed moods engaged in two types of tasks. The rumination task focused on students’ current mood, energy level, and past events that influenced them to turn out the way they did. The distracting task drew attention away from the students’ moods and concerns, requiring them to imagine the Mona Lisa’s face or clouds forming in the sky. Students were then asked to recall autobiographical incidents from their pasts. For students who were already experiencing a depressed mood, engaging in the rumination task led to recall of more negative autobiographical memories than did the distracting task.

Ruminative tendencies may explain some differences between the responses of men and women to depression. Nolen-Hoeksema monitored episodes of depression in women and men for a month. She found that women were more likely than men to ruminate over their depressed moods; men were more likely to engage in distracting activities that drew attention away from their negative moods, such as spending more time on work or hobbies. High levels of rumination contributed to longer-lasting and more severe depressive episodes in women than in men. Here again, the vicious cycle of rumination, memory, and depression was at work.

Women ruminated by asking questions about why they were depressed, thereby activating a wealth of negative memories: past experiences in which they felt inadequate or otherwise saw themselves in a negative light. These negative memories further deepened an already black mood, leading to more prolonged and painful depression. By fleeing into distracting activities, men escaped this downward spiral.

It’s important to distinguish between ruminating about a painful experience and disclosing it to others. Rumination involves a kind of obsessive recycling of thoughts and memories regarding one’s current mood or situation, which produces an even worse outcome. Disclosing difficult experiences to others, however, can have profoundly positive effects. The psychologist James Pennebaker and his coworkers at the University of Texas have carried out studies in which people disclose troubling experiences by writing or talking about them for several days. The resulting narratives that people create produce surprising benefits: more positive mood, enhanced immune system functions, fewer visits to the doctor, higher grade point averages, reduced absenteeism at work, and even higher rates of reemployment following job loss. Although the exact reasons for these benefits are still a matter of debate, the findings suggest that the act of converting turbulent emotions into narrative form influences important physiological systems.

The difference between generating useful narratives and endlessly ruminating is apparent in very severe or suicidal depression. Patients suffering from suicidal depression may have difficulty coming up with coherent narratives because they persistently recall and ruminate over what the British psychologist Mark Williams calls “overgeneral memories.” Williams conducted experiments on autobiographical memory in suicidally depressed patients using a widely adopted word-cueing technique. Try to recall a specific incident from your life for each of the following words: happy, sorry, angry, successful. Most people have no difficulty coming up with detailed recollections of particular experiences. In response to happy, for instance, I recalled how pleased I felt when I watched my daughter Hannah score six points during a game in her fourth-grade basketball league. For sorry, I remembered how bad a professional acquaintance felt when she lost a set of slides I used to deliver a lecture at her university.


Williams noticed that severely depressed patients rarely generated memories of specific incidents in response to either positive or negative cues—even though, as we saw earlier, Kevin Ochsner’s results suggest that the natural tendency is to remember negative events in great detail. Instead, they came up with summary descriptions, such as “when I do things wrong” in response to the cue sorry, or “my father” in response to happy. Williams notes that persistent retrieval of overgeneral memories can contribute to an eventual decision to commit suicide. An unpleasant event that turns out to be the final straw in a suicidal decline can stimulate recall and rumination about negative overgeneral memories, such as “I’ve always been a failure” or “Nobody’s ever really liked me.” A patient may be overwhelmed by persistent recall of such self-damaging descriptions, which dominate the patient’s mind and lead to a decision to take their own life.

Studies of brain activity in depressed patients provide some clues concerning possible underlying bases of persistent overgeneral memories. Several studies have found that depressed patients show relatively reduced activity in parts of the left frontal lobe, mainly on the lateral surface (the dorsolateral frontal region), when they are either resting comfortably or performing cognitive tasks. Patients who suffer strokes to the left frontal lobe often become depressed, whereas patients with right frontal damage typically do not become depressed. The affected regions in the left frontal lobe may play a role in the generation of positive emotions.

From the standpoint of memory, neuroimaging studies suggest that similar regions in the left prefrontal cortex play a role in reflecting back on past experiences and retrieving specific aspects of what happened. In studies conducted by the Yale University psychologist Marcia Johnson and her group, the amount of activity in the left prefrontal cortex during retrieval was greatest when people recalled particular details of past episodes. If severely depressed patients have more trouble activating key regions of the left frontal lobe, they may be particularly vulnerable to persistent recall of overgeneral memories. A healthy individual might be able to counter retrieval of negative memories by recalling a specific positive experience. If, having had a paper rejected from a scientific journal, I am reminded of previous rejections and conclude that I am a lousy researcher, I still can generate specific memories of papers that journal reviewers accepted enthusiastically. Supported by these positive memories, I begin to feel better about my abilities and resolve to revise the rejected paper for publication elsewhere. But if I am depressed and thus unable to generate specific recollections, I could well become overwhelmed by intrusive overgeneral memories that match my despairing mood—“I’ve always had problems publishing in the top journals,” “I feel like a failure again”—further increasing my sense of despair. A dysfunctional left frontal lobe might well contribute to this destructive cycle.

Persistence, then, thrives in an emotional climate of disappointment, sadness, and regret. But to witness the full force of the seventh sin, we need to turn our attention to the world of traumatic experiences.

Terror in the Past

In Sacai . . . the . . . earthquake was so terrible unto them, that many were bereft of their senses; and others by that horrible spectacle so much amazed, that they knew not what they did. Blasius, a Christian the reporter of the newes, was so affrighted for his part, that though it were two months after, hee was scarce his owne man, neither could hee drive the remembrance of it out of his minde. Many times, some years following, they will tremble afresh at the remembrance or conceipt of such a terrible object, even all their lives long, if mention be made of it.



 

In his classic seventeenth-century treatise, The Anatomy of Melancholy, the British writer Robert Burton described the devastating psychological consequences of an ancient earthquake. The experience of Blasius and others in Sacai has been replicated countless times across centuries and millennia: traumatic experiences almost invariably result in intrusive, persisting memories of a terrible event.


In the twentieth century, the damaging effects of traumatic experiences on memory and other mental functions were first recognized during World War I. Doctors began treating cases of “shell shock,” in which soldiers exposed to life-threatening situations later become incapacitated by recurring nightmares and intrusive memories of their encounters with death. After the war, the British government established a committee to determine whether soldiers who had been executed for cowardice had in fact been suffering from shell shock. World War II produced another upsurge in cases of shell shock, but what we now call post-traumatic stress disorder became widely acknowledged and formally recognized by medical practitioners only after the conclusion of the Vietnam War. Hospitals and other organizations charged with caring for returning veterans became inundated with cases in which intrusive war memories and recurrent battle nightmares interfered with the ability of affected veterans to resume their lives at home and to reintegrate into society.

Persisting memories are a major consequence of just about any type of traumatic experience: war, violent assaults, rapes, sexual abuse, earthquakes and other natural disasters, torture and brutal imprisonment, motor vehicle accidents. Though such events may seem like relatively rare occurrences, epidemiological studies suggest that just over half of women and 60 percent of men will experience at least one traumatic event in their lives. The intrusive memories that result from such experiences usually take the form of vivid perceptual images, sometimes preserving in minute detail the very features of a trauma that survivors would most like to forget. Though intrusive recollections can occur in any of the senses, visual memories are by far the most common. The Oxford psychologist Anke Ehlers studied the perceptual qualities of intrusive memories in people who had been traumatized by sexual abuse or road traffic accidents. For both types of trauma, visual recollections predominated in nearly all survivors, with some remembering “single pictures” of the traumatic incident and a similar proportion recalling multi-image “film clips.” Other senses still played some role: more than half of both sexual abuse and traffic accident survivors reported experiencing intrusive memories in the form of smells, sounds, or bodily sensations.

Post-traumatic stress disorder, or PTSD, is often associated with depression. Chris Brewin has directly compared intrusive memories in traumatized patients and in depressed patients who had not experienced a specific trauma. Patients with PTSD reported more frequent intrusive memories and flashbacks than depressed patients, but the qualities of the memories were generally similar in the two groups. Traumatized patients, however, reported more unusual dissociative experiences, in which they felt as though they were observers watching an event happen to someone else.

Studies of trauma survivors indicate that nearly all of them report having experienced troubling intrusive memories in the days and weeks after a trauma occurred. But, just as we saw with Jean Van de Velde, not everyone continues to be plagued by intrusive recollections months, years, or decades later. Those who continue to experience intrusive memories long after a traumatic event, and who as a result cannot return to normal functioning in their everyday lives, are likely to receive a diagnosis of post-traumatic stress disorder.

For some people, the force of a traumatic event is so compelling that they become “stuck” in the past. Studies of Vietnam veterans and victims of sexual abuse indicate that individuals who remain focused on the past for years after a traumatic event exhibit higher levels of psychological distress than those who focus on the present and future. High levels of psychological distress in turn stimulate even greater focus on the past, thus setting up a destructive self-perpetuating cycle of persistent remembering like that observed in cases of depression.

The likelihood of getting stuck in the past depends in part on how a person responds in the immediate aftermath of a trauma. Consider the terrible 1993 firestorms in Southern California that destroyed vast swaths of property, threatened lives, and forced scores of people to abandon their homes. Alison Holman and Roxane Silver of the University of California, Irvine, interviewed survivors of the firestorms in nearby Laguna Beach and the Malibu-Topanga area of Los Angeles within a few days of the disaster, and then followed up six months and one year later. Immediately after the fires, some survivors reported disturbances in their sense of orientation in time: they felt that time had stopped or that the present was no longer continuous with the past or the future. People who experienced high levels of such “temporal disintegration” immediately after the firestorms were especially likely to focus on and ruminate about the event six months later. A year after the firestorms, these same individuals experienced more distress than did people who were able to focus more on the present or future in the intervening months. Temporal disintegration in response to a trauma thus foreshadowed later troubles in people who remained stuck in the past, prisoners of persistent memories.

Long-term psychological trouble can also result from attempting to avoid thinking about a traumatic event in its immediate aftermath. The overwhelming pain of a traumatic experience and associated intrusive memories naturally leads people to want to avoid reminders of the incident and, if possible, to suppress trauma-related memories and thoughts. Consider the protagonist in Sarah Van Arsdale’s 1995 novel Toward Amnesia. Libby has recently been abandoned by her lover and is trying to deal with persisting memories of their relationship. She devises a plan of psychological escape from memories that burden her continually. “It was on Memorial Day I decided to achieve amnesia,” the novel begins. First trying to attain this goal by simply admonishing herself to forget—“I’d gotten through . . . by chanting that mantra or the other one: forget, forget, forget”—Libby eventually flees the ever-present reminders of her relationship, driving hundreds of miles to Canada in order to seek refuge from memory.

Though the prospect of forgetting may seem soothing after a disappointment or trauma, such attempts are likely to backfire. Consider a group that is at high risk for intrusive traumatic memories: emergency service personnel. Ambulance crews, firefighters, and disaster relief workers are frequently exposed to upsetting, sometimes overwhelming, events. In a study of ambulance workers, Anke Ehlers and her collaborators found that virtually all of them experienced some work-related intrusive memories. The most common sources of intrusive memories were accidents involving the loss of children or acquaintances, violent deaths, severe burns, or failed attempts to save a life. But despite the ubiquity of persisting traumatic memories in ambulance workers, just one in five of Ehlers’s sample met the criteria for PTSD. These individuals often responded initially by trying to avoid remembering the trauma. They tended to interpret their traumatic recollections as an indication that they were going mad or otherwise unraveling. Instead of working through the traumatic event initially, they retreated into wishful thinking, sometimes trying to alter or undo the past in fantasies. Yet attempts to avoid distressing memories resulted in only more rumination and distress with the passing of time.

These observations fit nicely with pioneering laboratory studies conducted by the psychologist Daniel Wegner concerning paradoxical or ironic effects of attempting to suppress unwanted thoughts. In Wegner’s experiments, people were instructed to try to avoid thinking about a particular topic—a neutral concept such as a white bear, or a personally meaningful one like an old flame. Wegner found that following a period of thought suppression, participants usually showed a “rebound effect”: they later thought about the forbidden subject more often and intensely than they would have if they had never attempted to suppress thinking about it in the first place. “Although not thinking about painful thoughts may seem like a reasonable coping strategy to adopt,” Wegner wrote, “trying to forget might not only prolong the misery, but make it worse.” Wegner’s ideas are backed up by other studies showing that after exposure to distressing films, people who are instructed to suppress thoughts related to the film later experience more film-related intrusive memories than those who do not try to suppress. Attempts to avoid thinking about a horrendous experience are common in trauma survivors but are more likely to amplify, rather than lessen, later problems with persisting memories.

One possible reason for this phenomenon is that reexperiencing a traumatic event in an otherwise safe context can take out some of the sting. Repetition of just about any stimulus or experience will result in what researchers call “habituation”—a reduced physiological response to the stimulus. If I play a loud sound for you at regular intervals and record physiological activity, at first you will show a strong response to the sound, followed by a gradual drop-off. The same goes for traumatic memories: repeated reexperiencing of a traumatic memory in a safe setting can dampen the initial physiological response to the trauma. Attempts to suppress memories of upsetting experiences prevent this normal process of habituation. Suppressed recollections thus retain an extra charge that eventually augments persistence.

Perhaps not surprisingly, then, therapeutic attempts to counter persistence in trauma survivors almost invariably focus on allowing patients to reexperience the traumatic event within the safe confines of the therapy setting. The approach that has proven most effective is imaginal exposure therapy: patients are repeatedly exposed to stimuli associated with their traumas, and they recall and reexperience vivid images of the incidents. In the early 1980s, the Boston psychologist Terrence Keane and his associates reported that exposure therapy reduced levels of anxiety and intrusive memories in Vietnam veterans, and others reported similar effects in survivors of sexual abuse. Later studies directly compared imaginal exposure therapy to other kinds of treatments that do not involve repeated reexperiencing of trauma, such as supportive counseling. Keane’s group and another team led by the psychologist Edna Foa found that exposure therapy produced the greatest reductions in intrusive memories, flashbacks, and related symptoms of PTSD.

The psychiatrist Stevan Weine and his collaborators described a related approach to reducing persistence in people who have been traumatized by state-sponsored terrorism. Refugees who escaped the attempted genocide in Bosnia-Herzegovina during the early 1990s often experienced classic symptoms of PTSD, including overwhelming intrusive memories. Weine and his collaborators explored the effectiveness of what they called “testimony therapy,” in which survivors retell and relive their traumatic experiences and try to relate them to the traumas suffered by others in their society. Weine’s group gathered survivors’ recollections into an oral history archive that was shared with other patients as part of the testimony therapy process. “Within this context, where the survivors explicitly understand that their remembrances are becoming part of a collective inquiry,” observed Weine, “testimony can reduce individual suffering, even when survivors have not explicitly sought trauma treatment.” Results indicated that testimony therapy does indeed produce reduced levels of intrusive memories in traumatized Bosnian refugees.

These findings fit well with James Pennebaker’s studies concerning the beneficial effects of disclosing disappointments, losses, and other negative experiences. In the short term, persistence is a virtually inevitable consequence of difficult experiences. But for the long term, confronting, disclosing, and integrating those experiences we would most like to forget is the most effective counter to persistence.

The Roots of Persistence

To understand better why traumatic events produce such powerful persistence in the first place, it’s helpful to consider the neural systems involved in remembering trauma. A key player in the brain’s response to traumatic events is a small almond-shaped structure called the amygdala. Buried deep in the inner regions of the temporal lobe, the amygdala abuts the nearby hippocampus but performs quite different functions than its neighbor. Recall that when people sustain damage to the hippocampus and surrounding cortical areas, they almost invariably suffer a general impairment in forming and later retrieving new episodic memories of personal experiences. Damage to the amygdala does not result in this sort of global memory deficit: patients with amygdala damage can remember their recent experiences with little difficulty. The memories of patients with amygdala damage, however, do not benefit from the emotions that normally accompany an arousing experience and aid subsequent recollection. Consider what happens when healthy people view a slide sequence that begins mundanely—a mother walking her child to school—and later includes an emotionally arousing event: the child is hit by a car. When tested later, healthy people remember the arousing event better than the mundane ones. Patients with amygdala damage remember the mundane events normally but do not show improved memory for the emotionally arousing event.

Abnormal fear responses are a hallmark of amygdala damage: patients have great difficulty learning to fear situations that would normally scare the rest of us. Consider a rape victim who begins to experience fear and distress every time she drives near the park where she was assaulted. There is nothing inherently frightening about this particular park, but for the rape survivor it has become inextricably associated with trauma. Researchers have created experimental analogues of fear learning by using conditioning procedures that expose people or animals to normally innocuous stimuli that are associated with a fear-inducing event. The procedures are based on the famous conditioning experiments conducted in the early 1900s by the Russian physiologist Ivan Pavlov. Pavlov’s dogs learned to salivate at the sound of a bell because it was previously associated with the enjoyable experience of gnawing on a piece of meat. Something similar happens with fear. Imagine that I show you a series of colored slides and that every time you see a blue slide, you also hear the jolting sound of a loud horn. It won’t be too long before the appearance of a blue slide will induce an emotional response as you begin to dread the occurrence of the obnoxious sound. Researchers can measure this reaction by monitoring skin conductance responses, which provide a rough index of emotional arousal.

When patients with amygdala damage participated in this kind of conditioning procedure, they did not show any signs of fear or emotional arousal with repeated presentations of the blue slides. The psychologist Elizabeth Phelps videotaped one such patient who had just participated in a similar conditioning procedure. The patient knew perfectly well that whenever the blue slide appeared, a loud, unpleasant sound would begin to blare. “Blue slide, loud sound,” she confidently announced to Dr. Phelps. Nonetheless, the patient showed no signs of fear learning—physiological arousal in response to the blue slide—at any time during the conditioning experiment.

These findings fit neatly with numerous studies in rats and other experimental animals showing that damage to the amygdala disrupts fear conditioning. When a normal rat receives an electric shock after hearing a particular tone, it will soon behave fearfully upon hearing the tone alone. The neuroscientist Joseph LeDoux, who has performed pioneering studies on fear conditioning, provides a vivid description of a terrified rat:

 

After very few such pairings of the sound and the shock, the rat begins to act afraid when it hears the sound: it stops dead in its tracks and adopts the characteristic freezing posture—crouching down and remaining motionless, except for the rhythmic chest movements required for breathing. In addition, the rat’s fur stands on end, its blood pressure and heart rate rise, and stress hormones are released into its bloodstream. These and other conditioned responses are expressed in essentially the same way in every rat.



 

LeDoux and others have discovered that selectively damaging specific regions within the amygdala eliminates these telltale signs of fear. LeDoux’s group has further shown that memories created during fear conditioning in healthy animals are exceptionally durable—perhaps even indelible. Combined with the work on brain-damaged patients, these observations suggest that the amygdala plays a role in generating the kinds of persisting memories that haunt survivors of traumatic events.

As LeDoux points out, the amygdala is well positioned to guide evaluation of the personal significance of incoming information—the essence of emotional responding. He likens the amygdala to the hub of a wheel: it receives raw sensory information from the thalamus, a key subcortical switching station; more extensively processed perceptual information from higher-order areas in the cortex; and signals from the hippocampus about the general context of an event. Alerted by this converging information, the amygdala can flag the occurrence of a significant event.

The amygdala also has a powerful influence on hormonal systems that kick into high gear when we are confronted with a frightening or otherwise arousing event. The release of stress-related hormones, such as adrenaline and cortisol, mobilizes the brain and the body in the face of threat or other sources of stress, and also enhances memory for the experience (probably by influencing the activity of the hippocampus). When the amygdala is damaged, however, stress-related hormones no longer produce any memory enhancement. The amygdala thus regulates or modulates memory storage by turning on the hormones that allow us to respond to and remember vividly—but sometimes intrusively—threatening or traumatic events.

Neuroimaging techniques are beginning to provide new insights into the role of the amygdala and other brain structures in persistent memories of traumatic events. Several studies using PET scans and fMRI have shown that the amygdala is strongly activated by the presentation of aversive materials: pictures of mutilated bodies, film clips of traumatic events, even faces with angry or fearful expressions. These neuroimaging studies are particularly intriguing, because seeing a face with a fearful expression does not necessarily elicit an emotional response from the viewer. Experiments by the neuroscientist Paul Whalen and his collaborators revealed that even when fearful faces are presented so briefly that people do not consciously discern the expression—participants report that they see “expressionless” faces—the amygdala still shows greater activity for fearful faces than for happy ones. These and related results led Whalen to propose that the amygdala is turned on by events that signal a possible threat in the environment.

When the amygdala lights up during threatening or aversive events, the amount of activity predicts how well people later remember these experiences. Larry Cahill and James McGaugh at the University of California, Irvine, performed PET scans while people viewed film clips containing both neutral and upsetting episodes. Later, participants tried to recall episodes from the clips. The amount of activity in the amygdala was closely correlated with the number of upsetting episodes people recalled: the more amygdala activity during film clip viewing, the more aversive incidents later recalled. They found no such relationship for neutral incidents. (Interestingly, the amount of activity in the hippocampus correlated with subsequent recall of neutral, but not aversive, incidents.)

Neuroimaging studies have also shown that, consistent with studies of rats and other animals, the amygdala is strongly activated during fear conditioning. It is perhaps not surprising, then, that several imaging studies of trauma survivors, including Vietnam veterans and victims of sexual abuse, have documented amygdala activation when survivors recalled and relived traumatic events that they remember intrusively in their everyday lives. Imaging studies also reveal heightened activity during traumatic recollections in several other brain regions thought to play a role in fear and anxiety—one tucked deep down in the frontal lobe, another near the tip of the temporal lobe. These findings can help to explain why persistent recollections of trauma often preserve the intense fear and anxiety that prevailed during the original experience.

Consistent with animal studies implicating stress-related hormones in fear conditioning, studies of trauma survivors have also related these hormones to intrusive recollections. When stress-related hormones spring into action during an emotionally arousing experience, they stimulate the release of a class of chemical messengers known as catecholamines. Researchers have focused in particular on the role of norepinephrine, one of the major catecholamines. Several studies of Vietnam veterans and victims of sexual abuse have found that greater levels of norepinephrine (measured in urine samples) are associated with more frequent intrusive memories of traumatic experiences. Further, when traumatized patients were administered the drug yohimbine, which raises levels of norepinephrine in specific brain regions, nearly half of the patients experienced overwhelming visual flashbacks of a traumatic event, often accompanied by fear and even panic.

Yohimbine is available over the counter in pharmacies and health food stores, where it is marketed as an aphrodisiac, a remedy for male impotence, and a general energy booster. Several PTSD patients who purchased the drug experienced unexpected flashbacks and panic attacks. “I felt like I was going crazy,” reflected one veteran who took yohimbine as an aphrodisiac and instead found himself overwhelmed by unwanted war flashbacks. “I kept thinking that my combat buddy was wounded. I kept thinking that I was a medic and that I had to save him.”

Though its effects are most dramatic in patients suffering from PTSD, other studies have shown that giving normal volunteers yohimbine while they view emotionally arousing slides enhances later recall of the emotional events, probably by increasing levels of norepinephrine during encoding. Norepinephrine supplies a chemical spark that ignites intrusive recollections.

Understanding the chemical and hormonal bases of persistence also provides clues about how to counter it pharmacologically. If yohimbine and other substances that boost stress-related hormones and norepinephrine also heighten persistence, then it stands to reason that substances that lower stress-related hormones and norepinephrine should reduce persistence. This result is exactly what Larry Cahill and James McGaugh found in a study in which they administered a drug—the beta-blocker propranolol—that prevents the release of stress-related hormones. There were four groups of participants. After receiving either propranolol or a placebo, two of the groups watched a slide show depicting mundane events. Two other groups who had also received either propranolol or a placebo subsequently watched a slide show in which one slide of an emotionally arousing event was interposed among the mundane ones. Participants who had received propranolol remembered the mundane events about as well as participants who had received a placebo. But an important difference emerged: memory for the arousing events improved substantially in the placebo group, but not in the propranolol group. Propranolol effectively blocked the usual memory-enhancing effects of emotional arousal.

These results raise the intriguing possibility that beta-blockers such as propranolol could be administered to trauma survivors in order to reduce persisting memories. Beta-blockers might also be given ahead of time to emergency workers before they enter a disaster site, and thus thwart altogether the development of intrusive memories that would otherwise plague them later. These are exciting possibilities, because intrusive memories can be so crippling for long periods of time. And for emergency or disaster personnel who are repeatedly exposed to potential sources of persistence, preliminary administration of beta-blockers might make a highly stressful occupation more manageable.

But this strategy for countering persistence also poses risks. We’ve seen that attempts to avoid traumatic memories often backfire. Intrusive memories need to be acknowledged, confronted, and worked through in order for people to set them to rest for the long term. Unwelcome memories of trauma are symptoms of a disrupted psyche that requires attention before it can resume healthy functioning. Beta-blockers might make it easier for trauma survivors to face and incorporate traumatic recollections, and in that sense could facilitate long-term adaptation. Yet it is also possible that beta-blockers could work against the normal process of recovery: traumatic memories would not spring to mind with the kind of psychological force that demands attention and perhaps intervention. Prescription of beta-blockers could bring about an effective trade-off between short-term reductions in the sting of traumatic memories and long-term increases in persistence or related symptoms of a trauma that has not been adequately confronted.

For all its disruptive power, persistence serves a healthy function: events that we need to confront come to mind with a force that is hard to ignore. The seventh sin—just like the other six—is not merely an inconvenience or annoyance, but is instead a symptom of some of the greatest strengths of the human mind.

 


  The Update


Countering Persistence: A Role for Reconsolidation?

When I finished the persistence chapter two decades ago, I was cautiously optimistic that beta-blockers might be useful weapons in the battle to mitigate the disturbing and sometimes disabling effects of intrusive traumatic memories, despite having some reservations about their long-term effectiveness. What I didn’t know back then was that experimental findings regarding the neural basis of memory in rats that appeared just as I was completing the book would have significant implications for subsequent attempts to use beta-blockers such as propranolol to treat the debilitating effects of persistence.

The findings came from the NYU laboratory of the eminent neuroscientist Joseph LeDoux, whose pioneering research on the amygdala I discussed earlier in this chapter. Karim Nader, then a postdoctoral researcher with LeDoux and now a professor at McGill University, exposed rats to a neutral stimulus (a tone) together with a fear-inducing one (footshock). After a single pairing of these two stimuli, rats exhibited a freezing response when they heard the tone twenty-four hours later—evidence that they had established and retained a fear memory. Previous work had shown that injecting a particular drug (a protein synthesis inhibitor called anisomycin) shortly after the initial pairing of tone and shock into specific nuclei in the amygdala that are critical to the formation of fear memories prevented the consolidation (i.e., the initial storage) of this memory. In the experiment by Nader and his colleagues, the researchers instead injected the same protein synthesis inhibitor into the amygdala soon after presenting the reminder tone twenty-four hours later. You might think that injecting it at this point would have no effect because the fear memory had already been consolidated. Not so. In a subsequent test, the rats failed to exhibit freezing in response to the tone; they now exhibited amnesia for the tone-footshock pairing! Critically, the protein synthesis inhibitor had no effect on freezing unless the rat was cued to recall the fear memory just before the drug was administered. In other words, retrieving the initial fear memory put it into an unstable, or labile, state in which it became vulnerable to disruption by the protein synthesis inhibitor—a phenomenon that has come to be known as “reconsolidation.”

This striking phenomenon was not entirely unprecedented, because something similar had been shown in experiments with rats conducted during the 1960s and 1970s using electric shocks. But the field had largely forgotten about the earlier experiments, and Nader’s study used more precise and sophisticated techniques to induce and characterize reconsolidation. Still, the idea that when we retrieve a memory, we need to consolidate it all over again, and that the simple act of recalling a memory can render it vulnerable to disruption, is highly counterintuitive. The findings of Nader and his colleagues stimulated a virtual landslide of follow-up studies, so we now know a lot about the nature and characteristics of reconsolidation. Indeed, researchers have produced similar phenomena in humans. Reconsolidation effects have implications for memory sins, especially the sin of suggestibility, because they show that the act of retrieving memories can potentially change them by making them vulnerable to the incorporation of novel information or misinformation. But most important for this chapter, reconsolidation offers a potential avenue for countering persistence: if recalling an intrusive memory places that memory into an unstable state, then perhaps a drug like propranolol (which is also a protein synthesis inhibitor) could be administered during this unstable state in an attempt to effectively reengineer the memory and reduce its harmful psychological consequences.

Researchers have begun to test this possibility and so far have reported mixed results. Consider the case of a fifty-three-year-old woman who was the victim of an armed robbery while traveling in South Africa and subsequently suffered from intrusive memories of the robbery, hyperarousal, and nightmares, leading to a diagnosis of PTSD. Two years after the robbery, the patient sought treatment and entered a pilot study conducted by the clinical psychologist Merel Kindt, using a therapeutic approach based on reconsolidation research. The first step was to reactivate the traumatic memory, which produced very strong responses in the patient:

 

The reactivation focused on a hotspot memory of the robbery in which she awoke in their hotel cabin in Johannesburg. A burglar wearing a hat, plastic shoes, and dirty and extremely baggy trousers, stood next to her with a gun against her head. She turned her back to him, convinced that this was where her life ended. Although her partner was lying next to her, she could not talk and was overwhelmed by feelings of mental defeat and loneliness. During the reactivation, she was very distressed, cried, and felt the intense fear and disgust that she had experienced during the burglary.



 

Following reactivation, the patient received a dose of propranolol. When assessed one week and one month posttreatment, the patient’s PTSD symptoms had dropped significantly, and she later traveled to Johannesburg again without experiencing a recurrence of intrusive memories or other symptoms of PTSD. In 2016, Kindt published a paper in which she described this patient as well as three other PTSD patients who received the same treatment. She reported significant posttreatment reductions in PTSD symptoms for two of the three other patients.

These preliminary results are encouraging, especially because they were observed following only a single treatment. However, a larger study of eighteen PTSD patients published in 2015 failed to find any effects of a single propranolol/reactivation treatment on PTSD symptoms (and also reported null effects for two other drugs). Moreover, as Kindt acknowledged, her results do not conclusively demonstrate that the reconsolidation-based treatment was responsible for the improvements she observed in three of the four patients because the study did not control for the possible influence of attention from a therapist, the patient’s expectations of improvement, or other factors that might contribute to a placebo effect. To accomplish that objective, it would be necessary to conduct a double-blind, placebo-controlled, randomized clinical trial.

Researchers at McGill University and Harvard Medical School reported such a study in 2018. They tested sixty individuals who met the criteria for PTSD. Instead of only a single treatment session, all of the patients participated in one session per week for six weeks. During these sessions, half of the patients recalled the traumatic event just after receiving propranolol, and the other half just after receiving a placebo. Recalling the traumatic event after receiving propranolol produced significantly greater reduction in PTSD symptoms than did recalling the event after receiving a placebo. These results provide more compelling evidence for the therapeutic efficacy of combining propranolol and memory reactivation, but they do not conclusively show that interfering with reconsolidation produced the effect. As the researchers acknowledged, because propranolol was administered before the traumatic memory was reactivated, the beneficial effect might reflect impaired retrieval of the traumatic memory as opposed to interference with reconsolidation. Nonetheless, given the disabling nature of intrusive memories and other PTSD symptoms, any positive results from a controlled clinical trial are noteworthy and can provide a basis for future, more stringent tests of the reconsolidation hypothesis.

Related studies from the clinical psychologist Emily Holmes and her colleagues in Cambridge, England, targeted reconsolidation mechanisms without using any drugs by leveraging the video game Tetris, which involves visuospatial manipulation of colored geometric forms to create horizontal blocks. Healthy participants watched a trauma film containing scenes of violent death and serious injury; previous studies had shown that after watching this film, people experienced intrusive memories of its disturbing contents both in the lab and in everyday life. The next day, all of the participants came back to the lab. In the experimental group, memories of the film were reactivated by showing still clips from it, and the participants then played Tetris for twelve minutes. For the next week, they kept a diary in which they recorded any memories of the film that came to mind. The researchers hypothesized that the visuospatial processing demands of Tetris would interfere with reconsolidation of the visually salient and disturbing scenes of death and injury in the film, and thus reduce intrusive memories during the following week. In two experiments, they compared intrusive memories in this experimental group with control groups that watched the film and then (1) reactivated memories of the film but did not play Tetris, (2) played Tetris but did not reactivate memories of the film, or (3) neither reactivated memories of the film nor played Tetris. Intrusive memories of the film during the subsequent week were significantly reduced in the reactivation plus Tetris group, but not in any of the control groups. Importantly, when given a recognition test in the lab, participants in the reactivation plus Tetris group could still remember scenes from the trauma film about as well as participants in the control groups, indicating that the treatment had not wiped out their memories of the film. But it did interfere with the spontaneous and intrusive emergence of those memories, which is the hallmark of persistence.

In a more recent field study, Holmes’s group gave the reactivation plus Tetris treatment to people who went to a hospital emergency room following a motor vehicle accident, cueing them to recall the worst parts of the accident prior to playing Tetris.  Compared to a control group that had also been involved in a motor vehicle accident and then completed an activity log of what they did in the emergency room, people who received the reactivation plus Tetris treatment recorded fewer intrusive memories of the accident in a daily diary during the week following the accident. Applying a similar approach to patients with PTSD (patients recalled a specific intrusive memory, then played Tetris), the researchers documented a dramatic drop-off in subsequent intrusions of the targeted memory after the treatment, whereas non-targeted intrusive memories showed little change over the same period of time.

These reconsolidation-based treatment studies suggest that destabilizing a traumatic memory by recalling and interfering with it can help to reduce the negative psychological consequences of persistence. Exactly how, why, and how often this happens remains to be sorted out, but the perspective offered by reconsolidation research clearly has a role to play in the effort to counter the frequently crippling effects of persistence.

To Think or Not to Think: Implications for Persistence

Recall that in The Update in Chapter 3 on the sin of blocking, I discussed the research of Michael Anderson and his colleagues using the “think–no think” paradigm, where people study word pairs and are later presented with the first word of the pair and instructions either to recall the associated item (think) or to suppress it from conscious awareness (no think). Anderson’s group and other researchers have provided evidence that not thinking about an associated target word inhibits later retrieval of the suppressed item in healthy individuals, whereas such inhibition effects are significantly smaller in anxious or depressed individuals. Evidence has also emerged in the past few years that people who suffer from PTSD and associated intrusive memories have a generally impaired ability to suppress memories. In a 2015 study, Anderson and his colleagues examined memory suppression using the think–no think procedure in patients with PTSD and controls who had been exposed to trauma but had not developed PTSD. They found that the patients with PTSD had more difficulty than the controls in achieving suppression-induced forgetting, and they further showed that those patients with the most severe PTSD symptoms had the largest impairments in memory suppression. In a related 2016 experiment, they found that among healthy individuals, those who showed impaired suppression-induced forgetting on the think–no think task reported more distress from intrusive memories after watching an emotionally upsetting film than those who showed greater memory-suppression abilities.

These results suggest that patients with PTSD could benefit from training aimed at increasing their memory-suppression abilities. Such an attempt might seem misguided in light of Daniel Wegner’s well-known “white bear” effect (discussed earlier in this chapter), where not thinking about a designated item such as a white bear produces a rebound effect: after a delay, people are more likely to think about the white bear than if they hadn’t tried to suppress it. However, Anderson and his colleagues have recently argued that there is not necessarily a conflict between Wegner’s white bear effect and their demonstrations of memory suppression. In the white bear situation, to accomplish the task goal the person has to explicitly refer to the forbidden thought, so if a person thinks about what they should be doing to achieve the goal (i.e., don’t think about a white bear), they undermine it. By contrast, in the think–no think procedure, the person sees a cue word and tries to avoid thinking about an associated word, but they can keep the task goal in mind by focusing on the cue word; they don’t have to think about the associated word they are trying to suppress.

These ideas suggest that not all attempts at memory suppression will produce rebound effects and that targeting impaired memory-suppression abilities in individuals with PTSD could have beneficial consequences for countering the effects of persistence. Note also that this suggestion is compatible with the point I made earlier in this chapter that confronting and integrating disturbing experiences can be an effective counter to persistence. People with PTSD who are plagued by uncontrollable intrusive memories may not be able to engage in these productive ways of acknowledging and addressing upsetting past experiences. Reducing their impairments in memory control could help them feel less overwhelmed by their traumatic experiences so that they can work through and incorporate persisting experiences in a way that enhances their psychological well-being. Using memory suppression and memory reactivation to engage reconsolidation mechanisms might seem like very different ways of attempting to counter the effects of persistence, but both logic and evidence support continuing attempts to test the utility of both approaches.
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  The Seven Sins:
 Vices or Virtues?


PEOPLE LOVE TO COMPLAIN about their memories. When I meet someone for the first time and the conversation turns to my research, I know what’s coming next. “You should study me,” my new acquaintance will almost invariably say with a shrug, especially if he or she is over age forty. Then follows a list of exasperating recent encounters with absent-mindedness or name blocking, and finally a sigh of relief when I offer assurances that these kinds of memory problems are common. The very pervasiveness of memory’s imperfections, amply illustrated in the preceding pages, can easily lead to the conclusion that Mother Nature committed colossal blunders in burdening us with such a dysfunctional system. John Anderson, a cognitive psychologist at Carnegie Mellon University, summarizes the prevailing perception that memory’s sins reflect poorly on its design: “Over the years we have participated in many talks with artificial intelligence researchers about the prospects of using human models to guide the development of artificial intelligence programs. Invariably, the remark is made, ‘Well, of course, we would not want our system to have something so unreliable as human memory.’ ”

It is tempting to agree with this characterization, especially if you’ve just wasted valuable time looking for misplaced keys, read the statistics on wrongful imprisonment resulting from eyewitness misidentification, or woken up in the middle of the night persistently recalling a slipup at work. But along with Anderson, I believe that this view is misguided: it is a mistake to conceive of the seven sins as design flaws that expose memory as a fundamentally defective system. To the contrary, I suggest that the seven sins are by-products of otherwise adaptive features of memory, a price we pay for processes and functions that serve us well in many respects.

To support this suggestion, I rely on evidence and ideas from a variety of sources, including evolutionary biology and psychology. Evolutionary psychology has sparked heated debates. Proponents of this approach draw heavily on Darwin’s ideas about natural selection in an attempt to explain cognition and behavior, claiming that the mind cannot be understood fully without adopting an evolutionary perspective. They contend that the mind consists of a collection of specialized abilities that arose to solve specific problems posed by the environment during the course of evolution, and that natural selection is the primary mechanism responsible for the mind’s complex design. Evolutionary theorists contend further that much of the mind’s structure is specified innately by intricate genetic programs. From this perspective, the task of psychology is to engage in what the cognitive psychologist and evolutionary theorist Steven Pinker calls “reverse-engineering”:

 

In forward-engineering, one designs a machine to do something; in reverse-engineering, one figures out what a machine was designed to do. Reverse-engineering is what the boffins at Sony do when a new product is announced by Panasonic, or vice versa. They buy one, bring it back to the lab, take a screwdriver to it, and try to figure out what all the parts are for and how they combine to make the device work.



 

Critics of the evolutionary approach, in contrast, express concern about several aspects of evolutionary theorizing. For example, they worry that evolutionary ideas too often rely on large doses of speculation—and too little on hard data. They question whether evolutionary theories can be adequately tested in a way that allows us to understand the origins of a particular ability, or whether attempts at reverse-engineering have succeeded. Some critics contend that evolutionary psychologists assign too much weight to innate genetic programs when attempting to explain the mind’s abilities and complexities; others believe that the mind is better viewed as a general-purpose problem solver than as a collection of specialized abilities. And some critics wonder whether an evolutionary perspective really adds anything to the nonevolutionary theories that psychologists construct in their attempts to understand the working of the mind.

I’ll return to some of these issues later in the chapter. Though I share the critics’ concerns regarding the testability of evolutionary claims, I have drawn on evolutionary perspectives in earlier work and have found that an evolutionary orientation can serve as a rich source of suggestions and hypotheses. In previous chapters of this book, I have focused on lessons that experimental research has taught us about each of the seven sins. In this chapter, the spirit is more exploratory: I advance ideas about the origins of the seven sins that can help us to place them in a broader perspective, think thoughts that we might not otherwise consider, and appreciate why memory’s vices can also be its virtues.

When Less Is More

To illustrate the general thrust of my proposal, consider the concept of “intelligent errors” that arises from experiments showing that animals sometimes make seemingly bizarre mistakes when they navigate their environments. For instance, if you train a rat to navigate a maze to find a food reward at the end and then place a pile of food halfway into the maze, the rat will run right past the pile of food as if it did not exist, continuing to the end, seeking its just reward! Why not stop at the halfway point and enjoy the reward there? The rat appears to be operating in this situation on the basis of “dead reckoning”—a method of navigating in which the animal keeps a literal record of where it has gone by constantly updating the speed, distance, and direction it has traveled. A similarly comical error occurs when a pup is taken from a gerbil nest containing several other pups and is placed in a nearby cup. The mother searches for her lost baby, and while she is away, the nest is displaced a short distance. When the mother and lost pup return, she uses dead reckoning to head straight for the nest’s old location. Ignoring the screams and smells of the other pups just a short distance away, she searches for them at the old location.

Though the behaviors in these examples seem perverse, they reflect reliance on a type of navigation that serves each animal quite well in most situations. The system is adapted to aspects of the animal’s environment but can get the animal into trouble when things change in unexpected ways. Fortunately, nests usually don’t move in the real world that the animal inhabits; such confusing changes require the intervention of a cunning experimenter and tend not to occur in the wild.

Something similar occurs in the behavior known as imprinting. After hatching, a baby goose treats the first moving object it encounters as its mother. Because this object is almost always the mother, imprinting is an effective mechanism for ensuring that a newborn gosling follows its mother in order to receive proper feeding and care. But as shown by the student of animal behavior Konrad Lorenz, when a gosling first sees another moving object after hatching—a rolling red ball or a human (Lorenz used himself)—the animal imprints on that object instead. Consequently, a small flock of goslings often followed Lorenz. Imprinting depends on a specialized memory mechanism that is adapted to the regularities of the gosling’s ordinary environment. Though usually adaptive, imprinting can cause problems for the gosling if the mother is not the first moving object it encounters. But in nature, this event is highly improbable.

I believe something similar is going on with memory’s seven sins: mechanisms that serve us well much of the time occasionally get us into trouble. Of all the sins, it is perhaps easiest to see the positive side of persistence. René Descartes crystallized the issue several centuries ago. “The utility of all the passions consists in their strengthening thoughts which it is good that [the soul] preserve,” he observed. “So too all the evil they can cause consists either in their strengthening and preserving those thoughts more than necessary or in their strengthening and preserving others it is not good to dwell upon.” Although intrusive recollections of trauma can be disabling, it is critically important that emotionally arousing experiences, which sometimes occur in response to life-threatening dangers, persist over time. The amygdala and related structures contribute to the persistence of such experiences by modulating memory formation, sometimes resulting in memories we wish we could forget. But this system boosts the likelihood that we will recall easily and quickly information about threatening or traumatic events whose recollection may one day be crucial for survival. Remembering life-threatening events persistently—where the incident occurred, who or what was responsible for it—boosts our chances of avoiding future recurrences.

Transience—forgetting over time—also has an adaptive side. Forgetting can be frustrating, but it is often useful and even necessary to dismiss information that is no longer current, such as old phone numbers or where we parked the car yesterday. As the psychologists Robert and Elizabeth Bjork have pointed out, information that is unimportant or no longer needed will tend not to be retrieved and rehearsed, thereby losing out on the strengthening effects of post-event retrieval and becoming gradually less accessible over time.

John Anderson and his associates have taken this line of thinking even further, arguing that forgetting over time reflects an optimal adaptation to the structure of the environment. Anderson examined various situations involving information retrieval and analyzed how the history of using a particular bit of information predicts its current use. He observed a regularity that parallels the form of transience in human memory: the demand for a particular piece of information drops as greater periods of time pass since its last use. For example, the Anderson group has noted that in library systems, books that have been checked out recently or frequently in the past are more likely to be requested at a specific present moment than books that have been checked less recently or frequently. They observed something similar when they examined headlines in the New York Times for 730 days in 1986 and 1987, recording each time a particular word appeared. The likelihood that a particular word would appear on a specific day fell as a function of the time since it was last used. Anderson’s group has found similar parallels in other situations, including the use of words in conversations with children and the likelihood of receiving an e-mail message from a correspondent as a function of the time elapsed since earlier messages.

A system that renders information less accessible over time is therefore highly functional, because when information has not been used for longer and longer periods of time, it becomes less and less likely that it will be needed in the future. On balance, the system would be better off setting aside such information—and transience leads to exactly that outcome. Anderson suggests that the general form of forgetting documented in numerous experiments—the rate of forgetting slows down over time—reflects a similar function in the environment that relates past and present use of information. According to Anderson, our memory systems have picked up on this regularity and in essence make a bet that when we haven’t used information recently, we probably won’t need it in the future. We win the bet more often than we lose it, but we are acutely aware of the losses—the frustrations of forgetting—and are never aware of the wins.

The basic idea here resembles what scientists who study animal behavior in natural environments call a “trade-off.” Think about a squirrel that gingerly approaches a fractured cookie near a group of picnickers. The squirrel bravely grabs a bit of the cookie and retreats to a nearby tree before eating it. It returns several times and, on each occasion, grabs a cookie fragment, brings it back to the tree, and devours it. Though not the most efficient way to consume a cookie, this procedure allows the squirrel to reduce its exposure to possible predators. Researchers have indeed found that squirrels are more likely to haul big pieces of cookie to cover than small ones: big pieces take longer to eat than small ones, and thus place the squirrel at greater risk. There is a trade-off between maximizing the benefits of feeding and minimizing the costs of encountering a predator; the squirrel’s behavior suggests that it is balancing the two. Similarly, in memory there is a trade-off between the benefit of reducing the accessibility of information that hasn’t been used recently or frequently, and which probably won’t be needed in the future, and the annoyance or other costs of forgetting.

Some of the same ideas involving frequency and recency of use also apply to blocking in semantic memory, as seen most clearly in tip-of-the-tongue states. Recall that people are most susceptible to blocking on names and other bits of information that have not been used recently. Recall also that blocking often results from a weakened connection between conceptual representations (things you know about a person or object) and phonological representations (the sound of a word or name). Tip-of-the-tongue states may thus reflect the principle articulated by Anderson’s group: information that has not been used recently begins to lose out in memory because the odds are growing that it will not be needed. When a connection between conceptual and phonological representations has not been strengthened recently by using a word or a name, the link becomes ever more unreliable, and we become correspondingly susceptible to blocking.

Some types of blocking reflect the operation of inhibitory processes that render information inaccessible (see Chapter 3). Psychologists and neuroscientists have long recognized that inhibition is a fundamental feature of the nervous system: the brain relies on mechanisms that reduce activity as much as on mechanisms that intensify it. Think about what might result without the operation of inhibition: a memory system in which all the information that is potentially relevant to a cue invariably and rapidly springs to mind. Consider the following experiment. Try to recall an episode from your life that involves a table. What do you remember, and how long did it take to come up with the memory? You probably had little difficulty coming up with a specific incident—perhaps a conversation at the dinner table last night or a discussion at a conference table at the office this morning. Now imagine that the cue “table” brought forth all the memories that you have stored away involving a table. There are probably hundreds or thousands of such incidents. What if they all sprang to mind within seconds of considering the cue? A system that operated in this manner would likely result in mass confusion produced by an incessant coming to mind of numerous competing traces. It would be a bit like using an Internet search engine, typing in a word that has many matches in a worldwide database, and then sorting through the thousands of entries that the query elicits. We wouldn’t want a memory system that produces this kind of data overload. Robert and Elizabeth Bjork have argued persuasively that the operation of inhibitory processes helps to protect us from such potential chaos.

The basic idea underlying the foregoing analyses of transience and blocking is that as far as memory is concerned, less is sometimes more. That same principle applies equally—if not more strongly—to absent-mindedness. Absent-minded errors occur in part because establishing a rich memory representation that can later be recollected voluntarily requires attentive, elaborate encoding. Events that receive minimal attention and elaboration as they are occurring also stand little chance of being recollected subsequently. But what if all events were registered in elaborate detail, regardless of the level or type of processing to which they were subjected? The result would be a potentially overwhelming clutter of useless details, as happened in the famous case of the mnemonist Shereshevski. Described by the Russian neuropsychologist Alexander Luria, who studied him for years, Shereshevski formed and retained highly detailed memories of virtually everything that happened to him—both the important and the trivial. Yet he was unable to function at an abstract level because he was inundated with unimportant details of his experiences—details that are best denied entry to the system in the first place. An elaboration-dependent system ensures that only those events that are important enough to warrant extensive encoding have a high likelihood of subsequent recollection. Events that do not attract attention and elaboration are likely to be less important and, hence, less likely to be needed for recall at a later time.

An elaboration-dependent system allows us to enjoy the considerable benefits of “operating on automatic,” without having memory cluttered by unnecessary information about routine activities. As I discussed in Chapter 2, tasks that initially require considerable attention and effort, such as learning to drive a car, are eventually handled by automatic processes after sufficient practice, thereby freeing up resources for more important matters. It is surely infuriating when, operating on automatic, you put down a book or your wallet in an atypical location and later can’t remember where you left it. But suppose that when you misplaced the object, you were mentally absorbed in thinking about ways to cut costs in your business and came up with a great idea that saved you lots of money. Operating on automatic led to an irritating incident of absent-minded forgetting, but because you were focusing attention on your business, you gained a lasting benefit. When we can perform routine tasks by relying on automatic processes, we are free to devote attention to more consequential matters. Because we rely on automatic processes frequently in our daily lives, the occasional absent-minded error seems a relatively small cost for such a large benefit.

The “less is more” principle also applies to two of the sins involving memory distortion: misattribution and suggestibility. I showed earlier that many instances of misattribution and suggestibility reflect poor memory for the source of an experience (see Chapters 4 and 5). When we don’t recall exactly who told us a particular fact, where we saw a familiar face, or whether we actually witnessed an event or only heard about it later, the seeds of memory distortion are sown. If we don’t recall the exact source of an experience—either because the details were not initially well encoded or because they’ve faded over time—we become quite vulnerable to the misattributions considered in Chapter 4 that are associated with source confusions and cryptomnesia (unintentional plagiarism). We may also be vulnerable to incorporating suggestions made after an event regarding the nature of specific details that we remember only vaguely. Accepting inaccurate suggestions can have grave consequences for eyewitness testimony, as I showed in Chapter 5.

But what would be the consequences and costs of retaining the myriad of contextual details that define our numerous daily experiences? Assume, as I’ve argued, that memory is adapted to retain information that is most likely to be needed in the environment in which it operates. We seldom need to remember all the precise sensory and contextual details of our every experience. Would an adapted system routinely record all such details as a default option, or would it carefully record such details only when circumstances warn that they may later be needed? Our memories operate on the latter principle, and most of the time we are better off for it. We pay the price, however, when we are required to recollect detailed source information about an experience that did not elicit any special effort to encode source details.

Some types of misattribution occur when we fail to recollect specific details of an experience and at the same time recall the general sense of what happened. In the laboratory demonstrations of false recognition considered in Chapter 4, for instance, people incorrectly claimed that they previously heard the word sweet when in fact they had heard a group of semantically associated words, including candy, sugar, and taste. In related experimental procedures, people claim to have seen a picture of a particular car or teapot earlier in the experiment when they had actually seen pictures of physically similar but not identical cars and teapots. Misattribution occurs because participants in these experiments respond on the basis of memory for the general sense, or gist, of what they saw or heard.

However, the ability to remember the gist of what happened is also one of memory’s strengths: we can benefit from an experience even when we do not recall all of its particulars. Indeed, studies conducted in my laboratory show that misattributions that result from remembering the gist are signs of a healthy memory system. For instance, after studying semantically associated words such as candy, sugar, and so forth, patients with amnesia caused by damage to the hippocampus and nearby structures in the temporal lobe remembered fewer of these words than did healthy control subjects—hardly a surprising result. But the amnesic patients were also less likely than the controls to make the mistake of falsely recognizing semantically related words such as sweet, which had not been presented in the original list. The same thing happened when amnesic patients studied pictures of cars, teapots, and other objects: compared to healthy controls, they later recognized fewer of the pictures they had actually seen, but they were also less likely to falsely recognize similar pictures they hadn’t seen. Temporal lobe damage impairs patients’ memories for both the particulars and the gist of what they have experienced, resulting in reduced true and false memories.

Memory for gist information is fundamental to such abilities as categorization and comprehension, allowing us to generalize across and organize our experiences. To develop a coherent category of “birds,” for example, it’s important to learn that a cardinal and an oriole are both members of the category despite superficial differences in their appearances. We need to notice and retain the recurring features that unite all birds, and to ignore the idiosyncratic details that differentiate between them. The cognitive psychologist James McClelland developed a theoretical model in which generalization results from retaining the gist of prior experiences. McClelland contends that generalization “is central to our ability to act intelligently.” Yet in his model, McClelland also notes that “such generalization gives rise to distortions as an inherent by-product.”

This idea receives striking experimental support from a study of false recognition in adults with a type of autistic disorder. Autism is associated with poor social skills, impaired communication abilities, and a highly rigid, literal style of processing information. But autistic children and adults can also show surprisingly good, and sometimes spectacular, rote memory abilities, as illustrated some years ago by Dustin Hoffman’s character in the popular movie Rain Man.  Despite his many limitations, Raymond Babbitt was a repository of obscure facts, spewing forth such nuggets as the name of the only major airline never to have suffered a crash (Qantas).

Scientists have described autistic patients who show exceptional memory for dates, names, or visual patterns. The neurologist David Beversdorf and his collaborators presented lists of semantically associated words to autistic adults and to a non-autistic control group. On a later test, the autistic subjects recognized just as many of the words they had studied earlier as the non-autistic subjects did. But the autistic group had fewer false alarms than the non-autistic group to semantically related words that they hadn’t studied earlier. The autistic group thus discriminated between true and false memories more accurately than the cognitively intact subjects.

This pattern contrasts with that of the amnesic patients who showed reduced true memories and reduced false memories. The autistic adults were less likely than the controls to generalize from the words on the study list. They retained individual memories of the specific words they had studied, but not the semantic gist that misleads cognitively normal adults down the path of false recognition. A memory system that is not susceptible to gist-driven false recognition might free us from occasional bouts of misattribution. But it also might turn us into something like Raymond in Rain Man, burdened by a rote record of trivial facts while remaining insensitive to patterns and regularities in the environment that our memory systems normally exploit to our benefit. False recognition is, in part, a price we may pay for the benefit of generalization.

The sin of bias is also partly attributable to important strengths of our cognitive systems. Stereotypical biases often lead to unwarranted evaluations of individuals based on accumulated past experiences with groups, as we saw in Chapter 6. Though stereotypes can produce these undesirable consequences, they also make our cognitive lives more manageable by promoting generalizations that, on average, are reasonably accurate. The social psychologist Gordon Allport clearly saw this point back in the 1950s. He characterized stereotypes as consequences of ordinary processes of perception and memory, “[man’s] normal and natural tendency to form generalizations, concepts, categories, whose content represents an oversimplification of his world of experience.” Stereotypical biases constitute another price we pay for memory processes that generalize across past experiences.

We also saw that bias often results in memories that depict the self in an overly favorable light. Egocentric biases lead us to remember better grades than we actually achieved, or to exaggerate in memory our contributions at work or at home. Consistency and change biases can help to justify our involvement in a relationship, and hindsight biases make us seem wiser in retrospect than we actually were. On the face of it, these biases would appear to loosen our grasp on reality and thus represent a worrisome, even dangerous, tendency. After all, good mental health is usually associated with accurate perceptions of reality, whereas mental disorders and madness are associated with distorted perceptions of reality. But as the social psychologist Shelley Taylor has argued in her work on positive illusions, overly optimistic views of the self appear to promote mental health rather than undermine it. Far from functioning in an impaired or suboptimal manner, people who are most susceptible to positive illusions generally do well in many aspects of their lives. Depressed patients, in contrast, tend to lack the positive illusions that are characteristic of nondepressed individuals. Remembering the past in an overly positive manner may encourage us to meet new challenges by promoting an overly optimistic view of the future, whereas remembering the past more accurately or negatively can leave us discouraged. Clearly there must be limits to such effects, because wildly distorted optimistic biases would eventually lead to trouble. But as Taylor points out, positive illusions are generally mild and are important contributors to our sense of well-being. To the extent that memory bias promotes satisfaction with our lives, it can be considered an adaptive component of the cognitive system.

Seeking the Sources of the Seven Sins

Up to now, I’ve used the word adaptive in a quite general sense, but to explain the possible sources of the seven sins, I need to clarify what I mean when I say that a feature of memory is adaptive. Psychologists use the term adaptation in at least two ways. One comes from evolutionary theory and has a highly specific, technical meaning. An adaptation in this sense is a feature of a species that came into existence through the operation of natural selection because it increased the reproductive fitness of individuals. Darwin’s argument for natural selection as the sole evolutionary mechanism to account for adaptive design rested on three fundamental observations. First, he observed that only a portion of each generation manages to reproduce. Second, he noted that offspring are not identical to their parents—some are taller, faster, or stronger than others. Variations like these that can be passed on to subsequent generations are considered heritable. Third, Darwin argued that some aspects of heritable variation raise the likelihood that their bearers will survive and reproduce. Features of an organism that result from natural selection are adaptations.

However, psychologists also often use the term adaptation in a looser manner—a colloquialism that refers to a feature of an organism that has generally beneficial consequences, whether or not it arose directly in response to natural selection during the course of evolution. Within the domain of memory, for instance, recalling telephone numbers and learning to use a computer provide examples of this looser sense of an adaptive feature. We can remember frequently used telephone numbers reasonably well, and in that sense memory can be considered adapted to the task. But telephones are such a recent invention that this ability could not have arisen during the course of evolution as an adaptation produced by natural selection. The same goes for the abilities needed to learn to use a computer or any other type of modern technology: our memory systems allow us to accomplish these tasks, but memory cannot have arisen as an adaptation for learning to operate modern technology.

The paleontologist Stephen Jay Gould used the term exaptation to refer to “features that now enhance fitness, but were not built by natural selection for their current role.” Exaptations are, in effect, adaptations that are co-opted to perform functions other than the one for which they were originally selected. For instance, evolutionary biologists believe that the feathers of birds likely evolved initially as adaptations to perform such functions as thermal regulation or capturing prey, and were only later co-opted for the entirely different function of flight. In human cognition, the ability to read is an example of an exaptation. Because significant portions of the population have begun to read only during the past few centuries, reading is too new to be a product of natural selection. But reading draws on basic visual and cognitive abilities that likely arose as adaptations. Similarly, our abilities to remember telephone numbers and to use computers are not themselves evolutionary adaptations, but draw on features of memory that presumably originated as adaptations.

Gould and his colleague Richard Lewontin delineated a third type of evolutionary development called a “spandrel”—a special type of exaptation that is an unintended consequence or by-product of a particular feature. Whereas the exaptations discussed previously originated as adaptations and were later hijacked to perform a different function, spandrels had no adaptive function from the outset. The term spandrel is used in architecture to designate the leftover spaces between structural elements in a building. As an example, Gould and Lewontin described the four spandrels in the central dome of Venice’s San Marco Basilica: spaces between arches and walls that were subsequently decorated with four evangelists and four biblical rivers. The spandrels were not designed for the specific purpose of housing these paintings, although they do so quite well. Similarly, people seeking shelter can sleep in the spaces between the pillars of a bridge, even though the pillars and spaces were not put there in order to provide shelter.

Determining whether particular features of the human mind are adaptations, exaptations, or spandrels is a difficult task that has turned into a kind of blood sport in contemporary psychology and biology. Evolutionary psychologists have sought to explain human cognition and behavior in terms of adaptations preserved by natural selection. “The mind is a system of organs of computation, designed by natural selection to solve the kinds of problems our ancestors faced in their foraging way of life,” contends Steven Pinker, an enthusiastic advocate of the evolutionary perspective. The psychologist Leda Cosmides and the anthropologist John Tooby, pioneers of evolutionary psychology, argue in a similar spirit. “The human mind consists of a set of evolved information-processing mechanisms in the human nervous system,” they assert. “These mechanisms, and the developmental programs that produce them, are adaptations, produced by natural selection over evolutionary time in ancestral environments.”

In contrast, critics of evolutionary psychologists, including Stephen Jay Gould, have maintained that it is too easy to come up with after-the-fact explanations of mind and behavior that appeal to adaptations and natural selection—what have come to be known as “just so” stories. Gould held that many current features of the human mind are exaptations and spandrels—in addition to reading, other examples include writing and religious beliefs. He argued that exaptations and spandrels are such dominant influences in shaping the contemporary human mind that they constitute “a mountain to the adaptive molehill.” Debates between advocates of these contrasting perspectives, exemplified by a 1997 exchange in the New York Review of Books between Pinker and Gould, are often quite contentious.

For evolutionary accounts of mind in general and memory in particular to amount to more than speculative exercises in post hoc storytelling, debates about the relative importance of adaptations, exaptations, and spandrels will have to be settled by empirical tests of hypotheses and predictions generated by alternative positions. Experimental psychologists such as myself tend to require hard evidence from controlled studies to decide between competing hypotheses. Although we do not have direct access to the evolutionary record of human cognition—there were no psychologists recording observations of our ancestors’ behaviors in ancient environments—that doesn’t preclude rigorous testing of evolutionary hypotheses.

The University of Texas psychologist David Buss and his associates have provided a helpful discussion of how such testing might proceed. They provide thirty examples in which predictions from an evolutionary perspective anchored by ideas of adaptation and natural selection led to empirical discoveries about human behavior or cognition. The cited examples include the nature of male sexual jealousy, patterns of spousal and same-sex homicide, relationship-specific sensitivity to betrayal, and mate guarding as a function of female reproductive value.

To test for evolutionary adaptations, psychologists and biologists rely on several types of evidence and considerations. One criterion is that of complex or special design: a feature of an organism is likely to be an adaptation if its internal structure is so complex as to minimize the possibility that the feature arose by chance or as an incidental by-product of something else. The vertebrate eye is a classic example of complex design. Intricate interdependencies among its many parts make it highly likely that the eye was designed by natural selection to accomplish the task of seeing, and highly unlikely that it developed by chance or as an incidental by-product. In the early nineteenth century, the theologian William Paley argued that such complex design reflects the presence of a designer with foresight. Invoking a comparison with a watchmaker, Paley noted that the intricate structure of a watch, like that of a living organism, reveals the presence of design that is devoted to specific functions and cannot be attributed to a fortuitous alignment of all the different parts in just the right arrangement. In his book The Blind Watchmaker, the biologist Richard Dawkins offered a Darwinian twist on Paley’s watchmaker argument. A true watchmaker sets out with the goal of designing a watch, Dawkins observed, but natural selection is blind—it has no goal, purpose, or foresight.

Adaptations lead to differential reproductive success. It therefore follows that if a specific trait or feature has been favored by selection, it should be possible to find some evidence in the numbers of offspring produced by the trait’s bearers. For instance, the hypothesis that women prefer to mate with tall men received support from the finding that tall men bear more offspring than short men. Physical stature in men may thus be, in part, an adaptation produced by selection.

The operation of natural selection may also be indicated when a trait turns up consistently in different species. Consider, for instance, the case of bodily symmetry. Humans and other organisms vary in the degree to which their bodies deviate from perfect left-right symmetry. In studies where raters judge attractiveness, greater bodily symmetry is generally associated with higher ratings. Further, symmetry produces advantages in sexual competition over asymmetry across a wide variety of nonhuman species, including insects, birds, and primates. Biologists have found that asymmetry is associated with the existence of genetic abnormalities and with exposure to negative environmental events, such as parasites and pollutants. Combining these observations with the sheer pervasiveness of selection for individuals with high symmetry across different species provides grounds for arguing that bodily symmetry is an adaptation produced by natural selection. Though this idea is not accepted by all researchers—a controversy exists concerning how symmetry and asymmetry come about—the findings point toward the operation of selective pressures.

An adaptation may also be signaled by the presence of what anthropologists call human universals: traits that are present in all recorded human cultures. For example, cross-cultural studies indicate that physical attractiveness is widely valued by both men and women (although more by men) and that people from different cultures tend to agree in their judgments of facial attractiveness. Aspects of facial attractiveness have, in turn, been associated with greater physical and mental health, raising the possibility that it may be an evolutionary adaptation.

The fact that a feature is a universal does not necessarily indicate that it arose as an adaptation. The anthropologists Donald Brown and Steven Gaulin both point out that universals can also arise from cultural traits that are ancient and highly useful, and therefore have spread through many societies. For example, the use of fire (particularly for cooking) is a human universal. However, we do not need to postulate that the use of fire reflects the operation of a shared adaptation. It’s simpler to argue, as both Brown and Gaulin do, that people have long been exposed to fire and recognize its usefulness. But as Gaulin points out, if this type of cultural explanation can be ruled out, then the remaining universals can help to guide the search for psychological adaptations.

Conversely, if a trait is universally present across cultures with a single exception, that exception does not necessarily rule out the existence of an adaptation; there could be other cultural factors operating that help to explain the exception. On balance, then, while universals do not provide definitive evidence for (or against) adaptations, they can serve as helpful guideposts.

How about memory and the seven sins? Though we don’t have a great deal of evidence on which to base strong claims about evolutionary origins, some relevant data come from studies of gender differences. Consider one evolutionary hypothesis about memory noted in the aforementioned article by Buss and his coworkers: women have more accurate memories for the spatial locations of objects than men do. The Canadian psychologists Marion Eals and Irwin Silverman noted that archaeological and paleontological data from the hunter-gatherer period, one of the important epochs during which human cognition evolved, suggest that men engaged primarily in hunting and women primarily foraged. Eals and Silverman hypothesized that these different activities placed different demands on spatial cognition and memory. Specifically, they suggested that successful foragers must locate food sources that are embedded within complex arrays of vegetation, and remember those locations for later visits. Natural selection, therefore, should have favored the development of superior memory for the spatial location of objects in women compared to men.

Eals and Silverman tested this hypothesis by showing men and women spatial arrays of objects. In one experiment, the objects appeared in a drawing; in another, they were dispersed on desks and tables in a room. In both experiments, women remembered the locations of objects more accurately than did men. But men outperformed women on other spatial tasks that, according to Eals and Silverman, tap spatial abilities that would have been required for successful hunting.

Some subsequent studies have replicated Eals and Silverman’s results, whereas others have placed various qualifications and limitations on the findings. The question of whether spatial memory abilities in women are adaptations produced by selection for foraging skills is, accordingly, not yet settled. Nonetheless, these studies provide an example of how evolutionary hypotheses about the origins of memory can be formulated and tested.

A related type of evidence hinting at selection for sex differences in spatial memory abilities comes from research by the psychologist David Sherry at Western University in Ontario, who has studied memory in various bird species, including brown-headed cowbirds. When they breed, female cowbirds lay a single egg in another species’ nest and then spend the rest of the day searching for other nests in which they can lay eggs during the coming days. Females must remember the locations of the nests, as the males do not help the females to locate nests. (In other cowbird species, both sexes play a role in such nest hunting.)

In earlier studies, Sherry and others demonstrated that the avian hippocampus plays a key role in allowing food-storing birds to remember where they have hidden food. A Clark’s nutcracker, for instance, stores as many as thirty thousand seeds in five thousand locations during the fall, retrieving them the next spring. The bird accomplishes this daunting recall task with great success. Overall, the hippocampus is consistently larger in species that store and retrieve food than in those that do not. Further, after damage to the hippocampus, food-storing birds have great difficulty remembering the locations of their caches.

If the avian hippocampus is important for spatial memory, Sherry reasoned, then female brown-headed cowbirds ought to have a relatively larger hippocampus than male brown-headed cowbirds as a consequence of selection for spatial ability in the females related to finding and remembering nest locations. Measurements of hippocampal volume in relation to the overall size of cowbirds’ brains revealed exactly that: the hippocampus is indeed relatively larger in females than in males. No such sex differences were found in two closely related species of birds that do not lay eggs in other birds’ nests.

Studies of spatial abilities in other species show that the direction of sex differences can be reversed when selection pressures favor the development of spatial learning in males. Steven Gaulin examined two types of male rodents: a polygamous meadow vole that expands its home range during breeding season to increase mating opportunities, and a monogamous prairie vole that does not. Expanding its home range should produce selection for spatial abilities in the polygamous meadow vole. When Gaulin tested the two types of voles in laboratory maze learning tasks, he found evidence for superior spatial abilities in male compared with female meadow voles, and no sex difference among prairie voles. The hippocampus was also larger in male meadow voles than in females, but no difference existed in hippocampal size between male and female prairie voles.

The work of Gaulin and Sherry strongly supports the general idea that some features of memory are adaptations produced by natural selection. I’m not aware of any comparable evidence that speaks directly to the origins of the seven sins. Back in the 1980s, David Sherry and I coauthored a theoretical article arguing that some features of memory are adaptations produced by selection, whereas others are exaptations; we tried to identify characteristics of each. I take the same approach to the seven sins.

The most probable candidates for adaptations are persistence and transience. To the extent that persistence originated as a response to life-threatening situations that posed a direct threat to survival, animals and people who were able to remember those experiences persistently would surely be favored by natural selection. This ability seems so basic that if it did originate as an adaptation, we would expect many species to have neural machinery dedicated to preserving the memory of life-threatening experiences for long periods of time. As noted earlier, the universal presence of a particular feature across numerous cultures does not necessarily indicate that the feature is an adaptation, but it does provide one telltale sign of an adaptation. The neurobiologist Joseph LeDoux has noted that the amygdala and related structures are involved in long-lasting fear learning across diverse species, including humans, monkeys, cats, and rats. Likewise, we might also expect to observe links between persistence, the amygdala, and arousing or threatening experiences across diverse cultures and social groups. I am not aware of any evidence that addresses this issue directly, but cross-cultural studies examining neurobiological and cognitive aspects of persistence represent a promising avenue for future research. Consider also that, as discussed in Chapter 7, persistence results from a finely tuned interplay between the amygdala and stress-related hormones that modulates memory formation—an interdependent system that is suggestive of complex design.

The arguments of John Anderson and his group support the possibility that transience, too, could be an evolutionary adaptation. As mentioned earlier, Anderson’s argument rests on the idea that properties of transience reflect properties of the environment in which memory operates. There is a catch here, however. If transience is an adaptation that arose through selection, then its properties should reflect those of the ancient environments in which our ancestors evolved. But how could we ever know about the relevant properties of environments during the hunter-gatherer period or other even earlier periods that may be relevant to human evolution? Not easily. Some anthropologists study contemporary foraging groups that remain culturally isolated, such as the Matsigenka indigenous people in southeastern Peru. If patterns of information retrieval in such groups could be examined, the results would help to determine whether transience reflects properties of environments more akin to ancestral environments than to modern Western societies. I am not aware of any such studies. However, the cognitive psychologist Lael Schooler, who has collaborated with Anderson on the idea that memory reflects environmental properties, has tried to get at the issue from a different but related angle.

Schooler drew on data collected by his collaborators Ramon Rhine and Juan Carlos Serio Silva concerning primate behavior in two separate environments that are similar in important respects to environments in which our hominid ancestors evolved: a tropical forest and a savanna. They studied the ranging behavior of howler monkeys living in a tropical forest on the volcanic island of Agaltepec in Mexico, and of baboons living in the savanna and open plains of Mikumi National Park in Tanzania. At both sites, the researchers observed the ranging behavior of troops of howlers and baboons over a period of several months as they moved from location to location. Schooler, Rhine, and Silva then analyzed the likelihood that a troop would return to a particular location as a function of the number of days that had passed since they were last there. The probability of returning to a particular location declined as time went on, and the form of the curve was similar to that observed for forgetting. As with the modern environments studied by Anderson and Schooler, the tropical forest of Agaltepec and the savanna of Mikumi appear to be environments in which it is an increasingly good bet to forget about information that hasn’t been used for ever-longer periods of time. We don’t know whether the similar patterns are based on independent mechanisms in modern humans and ranging primates, or whether they reflect a common evolutionary origin. Nonetheless, these observations encourage the view that transience is an adaptation to enduring properties of environments inhabited by both modern and ancient primates.

In her analysis of positive illusions, Shelley Taylor has suggested that overly optimistic biases may also be evolutionary adaptations. However, the psychologist Steven Heine and his collaborators have presented evidence that casts some doubt on this possibility. They suggest that biases to view the self in an overly positive manner are specific to certain cultures. For example, they cite anthropological, sociological, and psychological evidence that the Japanese tend to adopt a critical view of the self, rather than the positive bias commonly seen in studies of North Americans. If positive biases were evolutionary adaptations, we would expect to observe such biases across cultures. Although, as noted earlier, a single exception to a universal pattern does not rule out the possibility of an adaptation, this line of work suggests that cross-cultural studies of the various forms of memory bias could prove to be highly informative.

Bias is closely related to high-level cognitive operations and complex social interactions (see Chapter 6). These are precisely the kinds of processes that we would expect to vary considerably among cultures. Based on the work of Heine’s group, I predict that the specific forms of memory biases will be found to vary considerably across cultures and that they are more likely the product of social and cultural norms than biological evolution produced by natural selection. It is still possible, however, that people in all cultures exhibit some type of bias during remembering, with the particular type or content of bias varying across cultures. Even if this is so, however, I hypothesize that bias is an incidental by-product of the fact that general knowledge and beliefs frequently guide acts of remembering.

I hypothesize that the remaining sins—blocking, absent-mindedness, misattribution, and suggestibility—are most likely evolutionary spandrels. Part of my reasoning is driven by plausibility considerations: it is difficult to imagine how or why natural selection would design a system that is especially prone to absent-minded errors, frequently blocks on names or words, or remembers events that never occurred. But we have already seen that each of these sins can be plausibly viewed as a by-product of useful features of memory that themselves arose as either adaptations or exaptations. Absent-minded errors, misattribution resulting from source memory confusion, and related effects of suggestibility are, I suggest, by-products of adaptations and exaptations that produced a memory system that does not routinely preserve all the details required to specify the exact source of an experience. Blocking may be an incidental by-product of effects related to recency and frequency of information retrieval that also give rise to transience. And gist-based false memories are by-products of categorization and generalization processes that are themselves vital to our cognitive function.

There is a difference, however, between these spandrels of memory and the architectural spandrels discussed by Gould and Lewontin. Architectural spandrels have benign consequences: they do not interfere with or undermine a building’s structural or functional integrity. Not so for memory. The irritation of absent-minded errors, the momentary frustration of blocking, and the potentially shattering consequences of eyewitness misidentifications and false memories resulting from misattribution or suggestibility all have the power to disrupt our lives, temporarily or permanently. When suffering the consequences of these spandrels gone awry, it is difficult to appreciate or imagine that they are by-products of processes that, for the most part, keep our cognitive lives running smoothly. It may be helpful to think of these memory spandrels in relation to the squirrel that weighs the benefits of feeding against the possible costs of encountering a predator and returns to cover repeatedly with bits of cookie. The misbegotten spandrels represent the cost of a trade-off in memory that also has important, though less visible, benefits.

If my suggestions about the origins of the seven sins have merit, one thing we can count on is that the sins are not going to disappear any time soon. Recall the case of Binjimin Wilkomirski: he “remembered” childhood terrors experienced in a Nazi concentration camp when he actually appears to have lived safely in Switzerland during the war. The prospect of someone falsely recollecting that he endured one of the greatest horrors imaginable seems so bizarre that one is tempted to write off Wilkomirski as an inexplicable, onetime aberration. But if misattribution and suggestibility, the likely culprits in Wilkomirski’s delusions, are truly evolutionary spandrels, then Wilkomirski should not be an isolated case. And he is not. Women and men who once believed that they had recovered memories of terrible childhood traumas, only to later retract them after ending psychotherapy, remind us that Wilkomirski’s experience is far from unique. So, too, do the legions of self-proclaimed alien abductees who vividly remember impossible events such as sexual abuse at the hands of demonic—and elusive—alien captors. Suggestive procedures such as hypnosis are frequently implicated in such cases.

These types of false memories are nothing new. In Chapter 4, we considered the debate over false memories and déjà vu that raged in the 1890s. As early as 1881, the British psychologist James Sully devoted an entire chapter of his book Illusions: A Psychological Study to “illusions of memory,” citing case after case of memory distortions that exemplify what I call misattribution and suggestibility. The historian Patrick Geary described an eleventh-century Bavarian monk named Arnold who “remembered” encountering a flying dragon on a journey he had made years earlier. Arnold’s false memory was likely the product of imagination and suggestion. Misattribution and suggestibility have been with us for a long time and will surely continue their mischief in the future.

The same applies to the other sins. Consider, for instance, transience and persistence. People have been trying to overcome the limitations of transience for centuries. As I noted in Chapter 1, the invention of visual imagery mnemonics—a method of improving memory by encoding new information in the form of vivid visual images—dates back to the Greeks. Similarly, persistence has a long heritage. Recall Robert Burton’s description of the terrified Blasius, a reporter who witnessed the ancient earthquake at Sacai and for years afterward could not “drive the remembrance of it out of his minde” (see Chapter 7). Post-traumatic stress disorder—where the effects of persistence are painfully magnified—has achieved recognition only relatively recently from psychologists and psychiatrists. Yet its symptoms have probably been around as long as people have experienced trauma. This idea is wonderfully illustrated by the psychiatrist Jonathan Shay’s compelling book Achilles in Vietnam, which delineates parallels between the aftermath of combat trauma in Vietnam and in Homer’s Iliad. Shay relates an incident where Achilles is overwhelmed by grief because he failed to cover for a fellow soldier who died, and feels “pierced by memory” as he intrusively remembers his fallen comrade.

Even though they often seem like our enemies, the seven sins are an integral part of the mind’s heritage because they are so closely connected to features of memory that make it work well. The seemingly contradictory relationship between memory’s sins and virtues captured the attention of Fanny Price, the heroine of Jane Austen’s nineteenth-century novel Mansfield Park. Admiring a beautiful shrub-lined walkway that had emerged from a formerly rough patch of ground, Fanny recalled what the walkway had looked like years earlier and wondered whether she would lose this memory in the future. The moment inspired her to contemplate seemingly contradictory properties of memory:

 

If any one faculty of our nature may be called more wonderful than the rest, I do think it is memory. There seems something more speakingly incomprehensible in the powers, the failures, the inequalities of memory, than in any other of our intelligences. The memory is sometimes so retentive, so serviceable, so obedient; at others, so bewildered and so weak; and at others again, so tyrannic, so beyond control! We are to be sure a miracle every way—but our powers of recollecting and of forgetting, do seem peculiarly past finding out.



 

Modern psychology and neuroscience have proven Fanny wrong on one point—that our powers of recollecting and forgetting are “peculiarly past finding out”—but her acute appreciation of memory’s contrasting strengths and weaknesses could hardly be more apt. The seven sins are not merely nuisances to minimize or avoid. They also illuminate how memory draws on the past to inform the present, preserves elements of present experience for future reference, and allows us to revisit the past at will. Memory’s vices are also its virtues, elements of a bridge across time that allows us to link the mind with the world.

 


  The Update


Adaptive Memory Errors: What Kind of Evidence?

I consider the claim that ended the 2001 edition of this book to be the core of the seven sins framework for characterizing memory errors. The idea that memory’s vices are also its virtues leads us away from the commonsense notion that memory is a fundamentally flawed capacity and that memory errors constitute damning proof in favor of this conclusion. I titled this book The Seven Sins of Memory in homage to the ancient seven deadly sins, but as I pointed out in the introduction, even the seven deadly sins can be seen as extensions of traits that serve adaptive functions. For this chapter, I drew on functional and evolutionary analyses of memory and cognition to make the case for the plausibility and utility of a “vices are also virtues” approach to conceiving the seven sins, but I didn’t cite a lot of experimental evidence linking memory errors with adaptive processes or functions—mainly because there wasn’t much evidence available in 2001. Two decades later, that situation has changed. There is now considerably more experimental evidence that directly connects several of the seven sins with these adaptive functions, as well as new theoretical proposals and integrative reviews regarding the adaptive functions of memory errors. Given the relative lack of hard evidence when I wrote the 2001 edition, I focus on some of the new findings here.

When discussing the adaptive value of transience in 2001, I talked a lot about the value of forgetting over time in ridding our minds of informational clutter that is no longer relevant, but I didn’t say much about its role in promoting psychological well-being. In Chapter 7, however, I briefly alluded to what was then a recent finding from a study in which students kept diaries of their everyday experiences: their negative emotions faded faster over time than their positive emotions. The students still remembered the negative experiences, but the emotional sting associated with them dissipated more quickly than the warm glow associated with the positive experiences. That finding has since been replicated across many different populations and situations, and it is now known as the “fading affect bias” (FAB). The FAB doesn’t always hold—for example, the evidence on persistence shows how traumatic events can produce crippling intrusive memories that retain their negative charge over time—but it is nonetheless present in many situations.

New evidence on the FAB highlights the fact that this form of transience is associated with adaptive functioning. For example, people who exhibit the mild form of depression known as dysphoria exhibit a much weaker FAB than do people who show low levels of dysphoria, and a reduced FAB is also seen in people who are characterized by high levels of anxiety. A weak FAB has been linked to eating disorders and to a condition known as alexithymia, where people have difficulty recognizing and describing their own emotions and experience a reduced positive affect. A recent study examined a possible connection between the FAB and the psychological characteristic known as Grit—the capacity to persevere and remain passionate about working toward long-term goals despite challenges and adversity. People characterized by relatively high levels of Grit showed a more robust FAB than did people characterized by lower levels of Grit. The authors suggest that a robust FAB may contribute to Grit by allowing people to recall mistakes and setbacks with less of the negative emotional charge that could prevent them from moving forward despite adversity. Although the exact nature of the relationship between the FAB and adaptive functioning remains to be determined (i.e., the FAB could be either a consequence or a cause of the psychological characteristics with which it is associated), it’s clear that the type of transience conferred by the FAB is a sign of psychological well-being.

There is also new evidence suggesting a contribution to well-being from the form of memory blocking referred to as “memory suppression” or “retrieval inhibition.” Recall from The Update in Chapter 7 the finding from research using the “think–no think” paradigm that individuals with PTSD exhibit impaired memory suppression compared with individuals who experienced trauma but did not develop PTSD. From an adaptive perspective, this finding implies that intact retrieval inhibition can contribute to psychological well-being after a traumatic experience. A related line of research has investigated whether similar impairments are observed in individuals with depression. Some studies have provided evidence for such impairments and others haven’t, with the overall pattern of results suggesting that depressed individuals exhibit a modest deficit in the ability to suppress memories during the think–no think procedure. An fMRI study revealed that depressed and nondepressed individuals recruited different brain regions when engaging in memory suppression during think–no think, which could help to distinguish the neural bases of adaptive and nonadaptive retrieval inhibition. More research is needed to better understand how and when retrieval inhibition contributes to psychological well-being, but the evidence that it does is at least suggestive.

In The Update in Chapter 2, I discussed the recent surge of research into mind wandering and its negative impact on memory and learning, particularly in the classroom. But at the same time, new findings indicate that mind wandering has benefits as well as costs. For example, in a study where people occasionally engaged in mind wandering while performing a demanding cognitive task, their thoughts mostly focused on future events: they undertook a kind of autobiographical planning aimed at achieving personal goals. Autobiographical planning during mind wandering occurred most often in people with high working memory capacity, suggesting that they were able to deploy cognitive resources not needed for the main task in an adaptive manner. Related studies have examined whether mind wandering during a break from a demanding task can boost performance on a subsequent creative problem-solving task. The evidence so far is mixed, but related research suggests that individuals who report high levels of daydreaming in daily life or often intentionally engage in mind wandering during everyday tasks tend to perform at high levels on lab creativity tasks that require generating novel ideas.

Moving on from sins of omission to sins of commission, there is impressive new evidence for a “vices are also virtues” perspective on misattribution and suggestibility. Even by 2001, the Deese/Roediger-McDermott (DRM) paradigm for eliciting robust false recall and recognition of nonstudied semantic associates of previously studied words, which I discussed at length in Chapter 4 and again earlier in this chapter, had been used in both cognitive and neuroimaging studies of misattribution errors. And the interpretation of this false memory effect—that it reflects retention of semantic gist information regarding common features of list items—led me to highlight the critical benefits of a memory system that does a good job of retaining semantic gist information. Based on this perspective, it follows that brain regions that are important for the adaptive function of representing semantic information should also play a role in DRM false memories.

To investigate this possibility, I collaborated on a 2016 fMRI study with a team of researchers at University College London led by the cognitive neuroscientists Martin Chadwick and Demis Hassabis. We focused on a specific region located at the front of the left temporal lobe, the temporal pole (TP), which is known as a “semantic hub” of the brain because it plays a critical role in processing and representing the meaning of and relations between concepts. Abnormalities in the left TP have been linked to a devastating condition known as semantic dementia, in which patients exhibit severe impairments in comprehension and other aspects of semantic processing. Theoretical models of semantic cognition maintain that concepts are represented by a similarity-based code in the left TP: concepts that are close in meaning are represented by more similar neural codes or patterns in the left TP than concepts that are more distant in meaning.

Based on this idea, we predicted that DRM lists in which the neural representations of the nonstudied semantic lure words (e.g., sweet) and their associated study list items (e.g., candy, sugar, tooth, taste) in the left TP are highly similar would yield more false memories than DRM lists in which the neural representations of lure words and their associated list items are less similar. This is exactly what our study found—and, importantly, no other region of the brain showed this relationship. These findings support an adaptive perspective on DRM false memories because they reveal that the same left TP region that supports representation of semantic information and relations, a key adaptive process, is linked to false memories that result from that process.

Another source of evidence linking DRM false memories with adaptive processes comes from research reported over the past decade by Mark Howe and his colleagues at the City University of London. We know that exposure to a DRM list sets in motion semantic/associative processes that later result in false memories for the nonstudied lure. Howe and his colleagues asked whether such processes could also help people to solve a certain kind of associative problem. Consider the following three words and see if you can come up with another word that is associated with all of them: walk, beauty, over.

Did you think of sleep? The Remote Associates Test (RAT) consists of a series of word problems just like that one. For some RAT problems, the young adults in Howe’s experiment first studied DRM lists that should prime the correct solution word (e.g., bed, rest, awake, drowsy, tired, dream, and so on, before solving for sleep); for other problems, there was no DRM priming. Howe and his colleagues found that exposure to a DRM list boosted solution rates on the subsequent RAT—but only when participants falsely recalled the lure word before taking the RAT. In a later study, Howe’s group produced similar effects on an analogical reasoning task. For example, when young adults were asked to complete the analogy “Hat is to head as sock is to ______,” they were quicker to generate foot after they were exposed to a DRM list of words associated with foot (e.g., shoe, hand, toe, walk). Interestingly, this effect on reasoning was not observed when the lure word itself was actually presented in the study list! Only false memory priming led to quicker responses on the analogical reasoning task. Howe’s group has also documented these and related effects in both young children and older adults, thus providing clear evidence that exposure to DRM lists and the resulting false memories can have beneficial effects on cognitive function.

Evidence for an adaptive perspective on memory errors isn’t confined to the DRM paradigm. When discussing the sin of suggestibility, I talked at length about the corrupting influences of post-event misinformation on memory. But those errors may be a consequence of the normally adaptive process of memory updating, which I briefly mentioned earlier in this chapter in relation to transience. If I park in a different space in the same parking lot every day, I need to update my memory to the current space or waste time wandering around looking for my car. If I find out that a friend’s relationship has broken up, I need to incorporate that new information into memory so that I don’t ask an embarrassing question about the relationship based on outdated information. Our memories are flexible enough that we can update them with new information (and transience can make it easier to update an old memory), but this process also can result in updating with misinformation.

Research that I discussed in The Update in Chapter 7 concerning the phenomenon of reconsolidation is relevant here. Those studies show that reactivating a memory can put that memory into an unstable, or labile, state in which it is vulnerable to disruption. Many researchers who study reconsolidation believe that this reactivation-induced instability serves the function of memory updating because the reactivated memory is open to the incorporation of new information. But it can also lead to distortion. A nice example comes from an fMRI study in which people initially viewed a movie with several other observers and later completed a memory test on their own about events in the movie. A few days after that, while they were undergoing fMRI scanning, participants answered questions about the movie again. But this time, some of those questions were paired with answers that the participants believed (mistakenly) were given by people they had watched the movie with a few days earlier. The trick here was that a subset of the answers supposedly provided by others were wrong—pure fabrications. Participants made more errors when they answered questions that were paired with fabricated answers than those that were not, even though they had answered the same questions correctly the first time around. People were thus updating their memories incorrectly based on suggested misinformation and social influence. Many of these errors persisted on a final memory test, even though the participants were warned that the answers provided in the scanning session were randomly generated and shouldn’t be trusted. The fMRI results revealed that these persistent memory errors were linked with greater activity in the medial temporal lobe—a brain region that plays a key role in memory formation and consolidation—at the time the fabricated answers were provided, compared with trials in which participants were not presented with fabricated responses, or trials in which participants later corrected their mistaken acceptance of a fabricated answer on a final test. Mechanisms that are normally used to update memory accurately were hijacked by fabricated post-event suggestions to produce a kind of false updating, highlighting that the same dynamic quality of memory that allows us to update it adaptively can also get us into trouble.

Episodic Recombination: Past, Present, and Future

In the 1980s, I directed the Unit for Memory Disorders at the University of Toronto, where I tested people with severe memory disorders resulting from various kinds of brain damage. The most intriguing patient I encountered during those years was a man known in the literature by the initials KC, who had sustained a head injury at age thirty in a motorcycle accident that damaged several parts of his brain important for memory, including the hippocampus and part of the frontal lobe. KC still had an IQ in the normal range and maintained mostly intact perceptual and linguistic abilities, but his capacity for episodic memory (remembering specific past personal experiences; see Chapter 1) was completely destroyed. (In contrast, KC had some preservation of semantic memory—knowledge of facts and concepts—although his semantic memory was not entirely intact.) When KC was asked to try to recall a particular event that had happened an hour, a day, a week, or a year earlier, he could not remember anything specific and would state that his mind was a blank.

One session with KC turned out to be particularly instructive. Endel Tulving, the great memory researcher who first advanced the distinction between episodic and semantic memory, and who was my colleague as well as my former PhD supervisor at Toronto, had taken an increasing interest in KC. Tulving and I sat across a testing table from KC when Tulving asked him a simple but revealing question: “What will you be doing tomorrow?” KC thought for a few seconds but couldn’t come up with anything. Tulving then asked him to describe his state of mind when trying to think about tomorrow. “Blank, I guess,” he responded. That was the same response he had given many times when asked to recall what he had been doing the day before.

This observation stunned us at the time because it suggested a close relationship between the ability to remember past experiences and the ability to imagine future experiences—a connection that had received almost no attention in the previous psychological literature. Tulving described that session with KC in a 1985 paper. I continued to think about the relationship between memory and imagining the future, and nearly initiated experimental work on the topic in the 1990s, but preoccupation with other lines of research in my laboratory led me to relegate it to the back burner.

That all changed in 2006, shortly after a new postdoctoral researcher, Donna Rose Addis, arrived in my lab. Addis had been doing fMRI studies examining episodic memories of everyday personal experiences. A few studies from other labs had appeared in the literature in the early 2000s suggesting similarities between remembering past experiences and imagining future ones. These studies piqued my interest in the topic again, so Addis and I began discussing ways to extend the methods she had used in her fMRI studies of memories for personal experiences to studying the mechanisms for imagining possible future experiences. We settled on a simple experimental procedure in which participants were given word cues in the scanner; they were instructed either to remember a past experience or imagine a future experience from a specified time period related to the word. For example, in response to the cue word vacation and an instruction to remember a related event from the past few years, a participant might recall a pleasant afternoon on the beach from their Cape Cod vacation last summer, and in response to the cue word dog and an instruction to imagine a related event that might happen in the next few years, a participant might imagine going to a local pet store next summer and picking out a puppy. We compared brain activity during these tasks with brain activity during control tasks that required visual and semantic processing but that did not require remembering or imagining a personal experience.

The results were striking: a network of brain regions associated with remembering past experiences in previous neuroimaging studies showed highly similar increases in activity when we asked people to remember past experiences and imagine future experiences. Other labs published fMRI findings consistent with ours, and both my lab and others also reported additional cognitive similarities between memory and future imagining. For instance, we found that older adults remembered fewer episodic details about their past experiences (e.g., details about what happened and where it happened) than did younger adults, and we found that they reported fewer episodic details than their younger counterparts when imagining future experiences.

What do these striking similarities between past and future events have to do with memory errors? A lot, I think. At the same time that we were publishing our fMRI results in 2007, Addis and I put forth an idea that we called the “constructive episodic simulation hypothesis,” which maintains that the past-future similarities we and others observed reflect the key role that episodic memory plays in imagining future experiences. When people think ahead to what might happen to us in the future, it is important for us to use our episodic memories of past experiences to guide planning and future actions. But the future is rarely identical to the past, so when we imagine possible future experiences, we need to be able to recombine bits and pieces of past experiences into simulations of novel situations that might happen in the future. For example, if I am thinking about how to handle a delicate upcoming conversation with a colleague, I can draw on past experiences with that colleague and similar experiences with other people, then recombine details from those experiences into simulations of the upcoming encounter that I can run in my mind before finally deciding how to approach the conversation.

We hypothesized that this kind of episodic recombination is adaptive because it allows us to mentally “try out” different approaches to a novel future situation based on past experiences without having to engage in actual behaviors. Critically, however, we also hypothesized that this same capacity for flexibly recombining elements of episodic memory that makes the system adaptive for constructing novel simulations also contributes to errors and distortions that result from mistakenly combining elements of different episodes. In other words, certain kinds of misattribution errors where people mix up details from different episodes, such as source memory confusions and memory conjunction errors (see Chapter 4), may be a price we pay for a memory system that relies on episodic recombination processes to support an adaptive function: simulating future happenings based on past experiences.

A great deal of research in my lab during the past decade and more has provided new evidence that episodic memory does indeed play an important role in imagining future experiences, which lends support to the constructive episodic simulation hypothesis. But until recently, we didn’t have experimental evidence directly linking memory errors with the flexible episodic recombination processes that we think play an important adaptive role in future simulation. Now, however, we do. One source of evidence is the work of the cognitive psychologist Stephen Dewhurst and his colleagues using the DRM paradigm. They found that when participants encoded DRM lists with reference to a future event—for example, imagining a future holiday and rating how relevant each list item would be to planning the holiday—subsequent false recall and false recognition of nonstudied associated lure words were both significantly higher than in other conditions that involved encoding study list words by thinking about the past or rating their pleasantness. In contrast, these encoding manipulations had no effect on true recall and true recognition of studied words. Dewhurst and his colleagues hypothesized that “the greater flexibility of future thinking may have enabled participants to think creatively about the possibility of encountering studied items in a hypothetical future event, thereby increasing the possibility of activating the critical lure.” Translating to the language of the constructive episodic simulation hypothesis, flexible recombination processes that are adaptive for future planning might also contribute to memory errors.

Recent experiments from my laboratory led by Alexis Carpenter strengthen the link between flexible episodic recombination and memory errors in a slightly different context. Imagine that you are taking a morning stroll and you see an elderly man walking a black poodle. The next morning, you see an elderly woman walking the same black poodle. Even though you’ve never met the man or the woman, you can infer that they have some type of relationship (most likely, husband and wife) because you saw them walking the same dog. Psychologists call this “associative inference,” and it is an adaptive process that involves the ability to recombine information from separate episodes. Could it also lead to memory errors? Carpenter’s experiments employed an adapted version of a paradigm that others had used previously to study associative inference. Participants saw slides of scenes comprising a person, an object, and a background setting. They were told to try to infer the connection between different people shown in different background settings but paired with the same object, such as a man holding a toy in a room with a white couch and a boy holding the identical toy in a different room with a brown couch. On a subsequent test, participants sometimes made memory errors that were attributable to mixing up contextual details from related scenes, such as mistakenly recalling that the man was in a room with a brown couch instead of a white couch. Critically, people made more of these misattribution errors when they made correct inferences about the relationship between the people in the scenes than when they did not. That is, their memories for contextual details were more likely to be mistaken when they correctly inferred that the man and the boy were linked via the toy than when they did not make this associative inference. Once again, the same processes that underpin an adaptive process—in this case, associative inference—also produce memory errors. And the culprit here is the same type of episodic recombination process that we think people use when they imagine future experiences.

We’ve still got a lot to learn about how and why the virtues of memory sometimes turn into its vices. But we have a lot more evidence now than we did two decades ago to guide our theorizing, and from where I sit, the “vices are also virtues” approach has helped to paint a rich and expanding picture of how memory fits into the broader landscape of cognition, including the connections between memory errors and semantic representation, problem solving, imagining the future, and associative inference. As frustrating and even dangerous as the seven sins can be, they continue to provide valuable insight into the mind’s inner workings and how its seeming weaknesses sometimes emerge from the same foundations as its strengths.
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“Yumiura”: Kawabata (1999, quotation from p. 196).

Wilkomirski: Gourevitch (1999) provides a detailed history of the entire case. Although it cannot be treated as a factual account of the past, Wilkomirski’s book is still fascinating to read in light of subsequent developments.

high school memory test: Offer et al. (2000).

Brian Williams: See Goldstein (2015).

Dr. Christine Blasey Ford: See Ducharme (2018). For an excellent analysis of Blasey Ford’s testimony from the perspective of a memory researcher, see Hyman (2018a, 2018b).

COVID-19 and memory problems: See Belluck (2020) for “brain fog” and examples of memory loss after COVID-19; for discussion by a neuroscientist of how COVID-19 could affect the brain to produce memory loss, see Tronson (2020).

different ways that memory causes trouble: Wilma Koutstaal and I addressed a number of issues related to this question in a chapter reviewing sources of inaccuracy and inaccessibility in memory (Koutstaal and Schacter, 1997b).

the seven sins: An initial summary can be found in Schacter (1999b).

“replication crisis”: For contrasting views, see Open Science Collaboration (2015) and Gilbert et al. (2016). In the Open Science Collaboration study, researchers attempted to replicate findings from one hundred studies published in the journal Psychological Science, which features mainly social psychology and cognitive psychology research. Although they reported frequent replication failures, replication success occurred more often for cognitive psychology studies than for social psychology studies. This book relies much more heavily on research from cognitive psychology than from social psychology, which may be part of the reason the findings reported in the 2001 edition have generally held up well over time.

memory is a mainly reliable guide: The question of whether memory is fundamentally reliable or unreliable continues to spark debate among researchers. For a recent discussion questioning claims of fundamental unreliability, see Brewin et al. (2020).

Yo-Yo Ma: Finkelstein (1999).

“Memories are something”: Kawabata (1999, p. 194).


1. The Sin of Transience

memories of O. J. Simpson: Schmolck et al. (2000).

Ebbinghaus: The experiments are described in Ebbinghaus (1885/1964); for historical background and modern perspectives, see Slamecka (1985).

Kansas State University diary study: Thompson et al. (1996).

Thanksgiving memories: Friedman and deWinstanley (1998).

work memories: Eldridge et al. (1994).

recollections of when and where: Bornstein and LeCompte (1995).

combination of transience and bias: Brewer (1996); Thompson et al. (1996).

grand jury testimony: My discussion of Clinton’s testimony and all quotations from the grand jury session are drawn from the written transcript of Clinton’s testimony on August 17, 1998 (Starr, 1998).

transience in older adults: Huppert and Kopelman (1989); Carlesimo et al. (1997). For a general discussion of memory loss in older adults, see Albert (1997).

In one study: Zelinski and Burnight (1997).

variability of transience: Davis et al. (2003).

Dutch study: Schmand et al. (1997).

Alzheimer brains: See Jack et al. (1998), Price and Morris (1999), and Small et al. (1999); for an accessible overview of scientific research and a view of Alzheimer’s disease from the perspective of a family member, see Pierce (2000).

Alzheimer memory test: Buschke et al. (1999) and Killany et al. (2000) report success in using structural brain scans to predict which older adults will develop Alzheimer’s disease.

86 billion nerve cells: von Bartheld et al. (2016).

HM: Scoville and Milner (1957) first described HM. For a readable summary of this landmark case, see Hilts (1995).

functional magnetic resonance imaging, or fMRI: For an overview of neuroimaging techniques, see Posner and Raichle (1994); for reviews of neuroimaging studies on memory, see Buckner (2000), Nyberg and Cabeza (2000), and Schacter and Wagner (1999).

a string of failures: For discussion of possible reasons why hippocampal activations are sometimes difficult to obtain, see Schacter and Wagner (1999).

collaborative effort: Wagner et al. (1998). Our study used a type of “reverse prediction”: we first sorted subjects’ performance on the recognition test according to whether they remembered or forgot an item, and then we determined which brain regions were more active for remembered than forgotten items. For a more general discussion of fMRI studies of encoding processes, see Wagner et al. (1999).

elaboration based on previous knowledge: Craik and Tulving (1975) report classic cognitive studies demonstrating the importance of elaborative encoding. See Schacter (1996, ch. 2) for further evidence and discussion.

Stanford University study: Brewer et al. (1998).

two articles on short-term forgetting: Brown (1958); Peterson and Peterson (1959). Baddeley (1998) provides a nice overview of the development of this line of research.

working memory: Baddeley (1992, 1998).

phonological loop: Gathercole and Baddeley (1993).

an intriguing patient: Shallice and Warrington (1970). For a collection of similar cases, see Vallar and Shallice (1990).

“a pimple on the face of cognition”: Baddeley (1992, p. 21).

phonological loop and language learning: Baddeley et al. (1998); Gathercole and Baddeley (1993).

neuroimaging of phonological loop: Paulesu et al. (1993).

talking and thinking about experiences: Thompson et al. (1996).

Spanish vocabulary: Bahrick (1984). Bahrick (2000) summarizes numerous studies on long-term retention.

neural connections: Bailey and Chen (1989); for an excellent overview of relevant work, see Squire and Kandel (1999).

reminders of lost experiences: For a review, see Koutstaal and Schacter (1997b).

personal memory diary: Wagenaar (1986).

memory improvement books: Crook and Adderly (1998) and Lorayne and Lucas (1996) provide sensible tips.

use of imagery mnemonics by older adults: Stigsdotter-Neely and Backman (1993); Plude and Schwartz (1996); West and Crook (1992).

Mega Memory: Trudeau (1997).

Mega Memory and memory power audiotapes: Rebok et al. (1997, p. 304).

actors and memory: Noice and Noice (1996, quotation from p. 8).

active experiencing: Noice et al. (1999).

ginkgo biloba: Experimental studies have been reported by several groups, including Kanowski et al. (1996) and Wesnes et al. (1997). Wong et al. (1998) provide a general review. A more recent meta-analysis by Laws et al. (2012) failed to find evidence of a positive effect of ginkgo biloba on memory.

PS: Crook and Adderly (1998).

estrogen hormone replacement: See Drake et al. (2000) for the association between estrogen levels and verbal memory, Duka et al. (2000) for effects of estrogen replacement on memory for pairs of pictures, and Wolf et al. (1999) for effects on verbal memory. The relationship between estrogen levels and memory performance may be complex. For instance, Drake et al. (2000) found that high levels of estrogen were linked with high levels of verbal memory, whereas low levels of estrogen were associated with high levels of memory for visual shapes. Further, not all studies have found effects of estrogen replacement on memory; for discussion, see Duka et al. (2000).

NMDA receptor: Tang et al. (1999).

Tim Tully and memory drugs: Weiner (1999, p. 29).

Wordsworth ode: Hayden (1994, p. 144).

AJ: For the initial case description, see Parker et al. (2006, quotation from p. 35).

AJ published a book: Price and Davis (2008).


2012 paper: LePort et al. (2012). The nine brain regions that showed volume differences between the HSAM and control groups were the uncinate fascicle; forceps major; parahippocampal gyrus; posterior insula; anterior putamen and caudate surrounding anterior limb of internal capsule; posterior pallidum; anterior and middle temporal gyrus; lingual gyrus; and intraparietal sulcus. The quotation is from p. 90.

fMRI study of HSAM: Santangelo et al. (2018). This study was conducted by a group of Italian researchers, with collaboration from James McGaugh. They scanned eight individuals with HSAM, who were identified according to the same criteria as in previous US samples, and compared them to twenty matched controls.

the same kinds of mistakes: Patihis et al. (2013).

2016 study: LePort et al. (2016).

the original 2006 case report: Parker et al. (2006, pp. 35, 38, 46).

frequently retrieve their past experiences: LePort et al. (2016) favor this idea.

benefits have important implications: Brown et al. (2014); Karpicke and Aue (2015).

2006 study: Roediger and Karpicke (2006). The effect I am referring to as “retrieval practice” is also known as the “testing effect.”

specifically impact the rate of forgetting: See Sadeh and Pertzov (2019) and Slamecka and McElree (1983).

a reward can also impact transience selectively: Chowdhury et al. (2012); Murayama and Kuhbandner (2011); Wittmann et al. (2005).

Elizabeth Warren boasted: Warren referred to her 100,000 selfies in the Democratic debate on December 19, 2019. See Mueller (2019).

external reminders: Gilbert et al. (2019) report three experiments showing that a bias toward using external reminders persists even when people are offered financial incentives to adopt a better strategy. Risko and Gilbert (2016) provide an excellent overview of cognitive offloading.

viewing photos: See Koutstaal et al. (1999b) and Schacter et al. (1997b).

people took a museum tour: Henkel (2014). For a review of research on how taking photos impacts memory, see Henkel et al. (2021).

people toured a church: Tamir et al. (2018).

photo impairment effect: Soares and Storm (2018).

taking photos can enhance memory: Barasch et al. (2017).

participants exhibited worse memory: Sparrow et al. (2011).

subsequent research hasn’t revealed similar costs: See Marsh and Rajaram (2019). Sparrow et al. (2011) also report that when people were asked a trivia question (e.g., “What country has a national flag that is not rectangular?”), they quickly started thinking about computers and Google as the source of the answer (Nepal). However, Camerer et al. (2018) report a large-scale attempt to replicate social science studies published in Science and Nature between 2010 and 2015 that failed to support this finding.

saved a pdf: Storm and Stone (2015).

laboratory of Hugo Spiers: Javadi et al. (2017).

measures of hippocampal volume: See, for example, Konishi and Bohbot (2013), Maguire et al. (2000), and Woollett and Maguire (2011). But see Weisberg et al. (2019) for a failure to observe such an association.

have only just begun: The general topics of Internet effects on memory, and on offloading memory to smartphones, the Internet, and related devices, have begun to elicit broad interest among cognitive psychologists. For wide-ranging and thoughtful integrative discussions, see Finley et al. (2018) and Marsh and Rajaram (2019); for discussion of cognitive offloading, see Risko and Gilbert (2016).

2. The Sin of Absent-mindedness

National Memory Champion: Levinson (1999).

golf and amnesia: Schacter (1983).

bungled bank robbery: Tiffen (2009).

divided attention and memory: Baddeley et al. (1984) and Craik et al. (1996) both showed that divided attention during encoding reduces subsequent memory. Interestingly, they also found that divided attention during memory retrieval has little effect on performance, suggesting that some memory retrieval operations occur automatically and hence do not require much attention. Fernandes and Moscovitch (2000) delineated conditions under which divided attention at retrieval can influence memory performance.

effects of divided attention on recollection and familiarity: Jacoby (1991).

“A day does not go by”: Lew Lieberman, personal communication, April 15, 1999.

divided attention and aging: See Craik and Byrd (1982) and Jennings and Jacoby (1993).

shift from effortful to automatic task execution: Anderson and Fincham (1994); Logan (1988).

Samuel Butler on automatic actions: Reason and Mycielska (1982, p. 146).

frantically searching for glasses: Warren (1996).

neuroimaging of divided attention: Shallice et al. (1994).

neuroimaging of automatic behavior: Raichle et al. (1994).

neuroimaging of spaced versus massed repetition practice: Wagner et al. (2000).

change blindness: Simons and Levin (1998); for a useful summary of studies on change blindness, see Simons (2000).

door experiment: Simons and Levin (1998).

failing to notice a gorilla: Simons and Chabris (1999). Rees et al. (1999) report the brain imaging evidence concerning the effects of focusing attention on letter strings or line drawings.

prospective memory: Cockburn (1996). The edited volume that contains Cockburn’s chapter (Brandimonte et al., 1996) also includes a variety of contributions that approach prospective memory from multiple perspectives.

unreliability of memory versus person: Winograd (1988).

event-based versus time-based prospective memory: Einstein and McDaniel (1990).

cue distinctiveness and prospective memory: McDaniel and Einstein (1993).

multitasking and prospective memory: Marsh and Hicks (1998).


PET scan study of prospective memory: Okuda et al. (1998). The specific frontal regions that showed heightened activity during prospective memory included the surface of the right frontal lobe, the left frontal pole, and the inner (medial) regions of the frontal lobe.

aging and event-based prospective memory: Einstein et al. (1997).

aging and time-based prospective memory: McDaniel and Einstein (1992). Maylor (1996) summarizes a number of relevant studies.

converting time-based to event-based tasks: Maylor (1990).

medication schedules and aging: Gould et al. (1997); Park and Kidder (1996).

“In leaving for”: Susan Whitbourne, personal communication, April 21, 1999.

simulated study of air traffic control: Vortac et al. (1995).

use of external memory aids in schools: Stepp (1996).

survey of electronic memory aids: Petro et al. (1991).

devoting resources to more important things: Langer (1997, p. 89).

July 5, 2001, column: Parker (2001).

Kari had not acted: Danielson (2001).

“Fatal Distraction”: Weingarten (2009).

2018 report: National Safety Council (n.d.).

2019 article: Otterman (2019).

2015 study: Hanson et al. (2015). This study assessed assignment of responsibility, blame, and controllability of outcome. All three measures were positively correlated. The study also assessed a variety of other features, including empathy for the forgetful parent, perception of the parent as perpetrator or victim, and assignment of legal punishment. Perhaps not surprisingly, less empathy and perception of the parent as a perpetrator predicted harsher legal punishment.

Elepho eClip: Baldwin (2019).

have begun to develop: Messer (2017); Miller (2019).

baby is on board: Rapson (2019).

children aged six or younger: Chuck (2019).

faced stiff resistance: McKenzie (2018). This article brings together perspectives from memory researchers and a consideration of public policy issues. Regarding the fate of Congressman Tim Ryan’s bill, see H.R. 3593 (116th): Hot Cars Act of 2019, GovTrack, n.d., https://www.govtrack.us/congress/bills/116/hr3593.

zoning out: Feng et al. (2013); Sayette et al. (2009).

hot topic in psychological research: Smallwood and Schooler published several papers that ignited interest in mind wandering. See, for example, Smallwood and Schooler (2006). For a more recent update, see Smallwood and Schooler (2015).

probed students’ thoughts: Lindquist and McLean (2011).

lectures by three Yale professors: Risko et al. (2012).

distraction from media multitasking: Wammes et al. (2019).

frequent media multitasking and retrieval failure: Madore et al. (2020).

embedding brief quizzes: Szpunar et al. (2013).

quizzing enhances integration: Jing et al. (2016).


3. The Sin of Blocking

“What’s the name”: DeLillo (1998, pp. 130–31).

complaints about name blocking in elderly: Martin (1986); Sunderland et al. (1986).

objective data on name blocking in elderly: Burke et al. (1991).

the Baker/baker paradox: Cohen (1990).

Mill’s (1843) observation: Quoted in Semenza and Sgaramella (1993, pp. 265–66).

blocking familiar names: See Cohen (1990) and Semenza and Zettin (1989) for the basic ideas, and Brédart and Valentine (1998) for the experiment.

Yuman Indians and Greek villages: Valentine et al. (1996, p. 17).

visual, conceptual, and phonological representations: For a general model, see Ellis and Young (1988).

recall of names versus occupations: Young et al. (1985) performed the diary study; Hanley and Cowell (1988) and Hay et al. (1991) provide experimental evidence.

lexical level: Some models (e.g., Garrett, 1992; Levelt, 1989) split the lexical level into two types of nodes: “lemmas,” which are connected to a word’s syntactic features, and “lexemes,” which are connected to a word’s phonological features. Other theorists (e.g., Caramazza and Miozzo, 1997) argue against this distinction.

network model: Burke et al. (1991).

person identity node: Young et al. (1985).

cognitive slowing with age: Salthouse (1996). Though researchers agree that retrieval of proper names declines significantly with advancing age, there is still some controversy about whether the magnitude of this decline is disproportionate to other age-related cognitive declines (Maylor, 1997).

multiple versus specific labels: Brédart (1993).

name changes at different stages of life: Valentine et al. (1996, p. 16).

two or three blocks per month: Burke et al. (1991).

LS: Semenza and Zettin (1989). Similar cases were described previously by McKenna and Warrington (1980) and Semenza and Zettin (1988).

more retrieval blocks for people than places: Hanley and Kay (1998).

knowledge of occupations without name retrieval: Hanley (1995) provides a detailed case study of this patient.

injury to the left temporal pole: Damasio et al. (1996) provide evidence supporting this link, whereas Cappa et al. (1998) and Semenza et al. (1995) provide conflicting evidence.

neuroimaging of name retrieval: Damasio et al. (1996) and Tempini et al. (1998).

John Prescott’s block: Newton (1998).

“on the brink of a sneeze”: Brown and McNeill (1966, p. 326).

tip-of-the-tongue expressions across languages: Schwartz (1999).

ten definitions: The definitions are drawn from Vigliocco et al. (1999). The answers are (1) javelin, (2) gingham, (3) paprika, (4) epitaph, (5) asbestos, (6) sextant, (7) cartilage, (8) cleaver, (9) protoplasm, (10) glucose.

The Mystery of Irma Vep: The play was reviewed by Canby (1998).


studies of Italian speakers: Caramazza and Miozzo (1997); Vigliocco et al. (1997).

television theme songs: Riefer et al. (1995).

“ugly sisters”: Reason and Lucas (1984).

evidence for the ugly sisters: Jones (1989); Jones and Langford (1987).

evidence against the ugly sisters: Meyer and Bock (1992) and Perfect and Hanley (1992) carried out the more tightly controlled studies; Harley and Brown (1998) carried out experiments concerning the influence of “phonological neighbors.”

reducing TOTs: Rastle and Burke (1996).

prolonging TOT states: Burke et al. (1991).

feeling “close” to the target: Reason and Lucas (1984).

partial information, aging, and TOTs: Burke et al. (1991) and Cohen and Faulkner (1986) found that older adults reported less partial information about the target and fewer blocking words, or “ugly sisters,” than did younger adults. Brown and Nix (1996) also found less partial information in older than younger adults, but in addition observed that older adults produced more blockers than younger adults. Brown and Nix (1996, p. 88) suggested that this latter outcome might be attributable to the fact that the older adults in their studies exhibited higher verbal skills than the elderly adults in the earlier studies.

Ojai: Burke et al. (1991, p. 550).

removing attention from an ugly sister: See the excellent review by A. S. Brown (1991).

Daisy Mae: A. S. Brown (1991, p. 214).

thinking aloud and resolving TOTs: Read and Bruce (1982).

initial letter cues: Brennen et al. (1990); Hanley and Cowell (1988).

learning and reencoding names: Milders et al. (1998).

“The enormity of the tragedy”: Drummie (1998).

forgetting traumatic events: I discuss the issue at some length in Schacter (1996, ch. 8).

recalling lists of words: The phenomenon, known as “part-list cueing,” was first reported by Slamecka (1968). For another analysis, see Sloman et al. (1991).

inhibited recall of radish: Anderson and Spellman (1995). More recent research has called into question the inhibitory interpretation of retrieval-induced forgetting and suggest instead that context changes between the study phase and the retrieval practice phase of experiments that show retrieval-induced forgetting can better explain the observed effects. For discussion, see Jonker et al. (2015).

impaired recall after seeing photos: Koutstaal et al. (1999b).

eyewitness recall: Shaw et al. (1995).

questioned them selectively: Anderson (2001). Some of Anderson’s ideas draw on the theoretical formulations outlined in Freyd (1996).

memories of childhood sexual abuse: For overviews of the controversy from various perspectives, see Brewin and Andrews (1998), Conway (1997), Freyd (1996), Kihlstrom (1995), Lindsay and Read (1994), Loftus (1993), Pendergrast (1995), Read and Lindsay (1997), Schacter (1996), and Schooler (1994).

family members versus nonfamily members: Freyd (1996).

JR: Schooler (1994).


directed forgetting, retrieval inhibition, and “release” from inhibition: Bjork and Bjork (1996). Some directed-forgetting effects are probably attributable to reduced encoding of to-be-forgotten items. See Basden et al. (1993) for discussion of different bases of directed forgetting in relation to different experimental procedures used to examine the phenomenon. Koutstaal and Schacter (1997c) review various experimental procedures for examining directed forgetting and consider the possible relationship of directed forgetting to remembering and forgetting of child abuse.

repression and retrieval inhibition: For discussion of different ways in which Freud used the concept of repression, see Erdelyi (1985) and Schacter (1996, ch. 9).

repressors, nonrepressors, and directed forgetting: Myers et al. (1998).

psychogenic amnesia: Schacter (1996, ch. 8).

neuroimaging of psychogenic amnesia: Markowitsch et al. (1997) report the study of NN; see Markowitsch (1999) for a more general discussion of similar cases. Fink et al. (1996) report data from healthy subjects.

cannot recollect personal pasts: For a review and discussion, see Kapur (1999).

PET scan study of PN: Costello et al. (1998).

“most devastating moment”: @LarrySabato, November 9, 2011.

“forgot the agency’s name”: Lee (2017).

effects of stress on TOT states: James et al. (2018); Schmank and James (2019).

resolving a TOT state after a delay: Choi and Smith (2005); Kornell and Metcalfe (2006).

Telemundo interview: Democratic candidate Tom Steyer also failed to name AMLO in a Telemundo interview; candidate Pete Buttigieg did name him. See LeBlanc (2020).

fMRI study led by Anat Maril: Maril et al. (2001).

fMRI study of TOTs in older adults: Huijbers et al. (2017).

“think–no think” procedure: Anderson and Green (2001).

failure to observe suppression effects: Bulevich et al. (2006).

2012 review: Anderson and Huddleston (2012) provide a thorough review of the evidence from think–no think studies available at that time.

2020 meta-analysis: Stramaccia et al. (2020).

brain activity predicts impaired recall: Anderson et al. (2004).

GABA effects on suppression: Schmitz et al. (2017).

4. The Sin of Misattribution

Rossetti’s “Sudden Light”: Quoted in Sno et al. (1992, p. 512), which explores déjà vu in literature and poetry. See Sno and Linszen (1990) for a broader perspective on déjà vu.

Louis and Dr. Arnaud: Berrios (1996, p. 219).

Diseases of Memory: Ribot (1882).

special 1893 issue: See Berrios (1996, pp. 217–19) for discussion of the Révue Philosophique debate.

David Copperfield: Quoted in Sno et al. (1992, p. 512).

Canadian cognitive psychologist: Whittlesea (1993).

John Doe 2: The story was reported by Hicks (1998).


British ticket agent: This case and others are reviewed in Ross et al. (1994).

Donald Thomson: I describe this case more fully in Schacter (1996, ch. 4); see also Thomson (1988).

mistaken eyewitness identifications: Innocence Project (n.d.). For an excellent in-depth treatment of wrongful conviction, see Garrett (2011).

innocent bystander: Ross et al. (1994).

source misattributions: Brown et al. (1977); Davies (1988); Thomson (1988).

eyewitnesses initially uncertain: See Wixted (2018), who makes this point based on the case analyses in Garrett (2011). For additional discussion of eyewitness confidence, see Wixted et al. (2015).

memory binding: For a general discussion of memory binding in relation to source memory, see Johnson and Chalfonte (1994).

memory confusions: Goff and Roediger (1998).

retired psychology professor: Lew Lieberman, personal communication, August 31, 1999.

magnifying glass and lollipop: Henkel et al. (1998).

memory conjunction error: See Reinitz et al. (1994) and Rubin et al. (1999).

conjunction errors and hippocampal damage: Kroll et al. (1996).

neuroimaging of hippocampus: Henke et al. (1999).

frontal lobe damage: Shimamura (1995) and Henkel et al. (1998).

memory conjunction errors: Rubin et al. (1999).

lineup practices that promote misidentification: Wells et al. (1998) report on experiments concerned with minimizing relative judgments. Wells et al. (2000) review research on improving the collection of eyewitness evidence and describe the deliberations and conclusions of the working group formed by Janet Reno. The working group’s report is available at http://www.ojp.usdoj.gov/nij/pubs-sum/178240.htm. For a review of the controversy over simultaneous versus sequential lineups, and for more recent data that have helped to identify problems with the sequential procedure, see Gronlund et al. (2014) and Wilson et al. (2019).

prominent group: Wixted et al. (2016, p. 304).

New York Times article: Hilts (1996).

Deese/Roediger-McDermott procedure: Deese (1959); Roediger and McDermott (1995).

distinguish between true and false memories: Our study is described in Schacter et al. (1996a).

separating truth from deceit: Halperin (1996).

no reliable differences in electrical activity: Our results are described in Johnson et al. (1997). In a related fMRI study, we found a similar pattern of results. There was some evidence of differences in brain activity during true and false recognition when previously studied words and nonpresented associates were tested in separate scans. But there was no evidence for such differences when the two types of items were mixed together (Schacter et al., 1997a). In these studies, subjects heard study lists comprised of semantic associates. In another fMRI experiment, we tried to provide subjects with richer sensory cues by showing them a videotape of a male and a female experimenter who took turns saying the words on the study list (Cabeza et al., 2001). With this procedure, both visual and auditory cues distinguished studied words from the semantic associates presented later on the recognition test alone. In this study, we obtained somewhat stronger evidence of differences in brain activity during true and false recognition. A region near the back of the temporal lobe (posterior parahippocampal gyrus) showed greater activity during true than false recognition, whereas hippocampal regions farther forward showed similar levels of activity during true and false recognition.

conditions that encourage people: Evidence of reduced false recognition in such conditions comes from experiments by Koutstaal et al. (1999a) and Mather et al. (1997).

electrical recordings during memory conjunction errors: Rubin et al. (1999).

differences in brain activity during recollection and familiarity: Düzel et al. (1997); Henson et al. (1999).

individual differences in accurate/false recognition: Curran et al. (2001).

semantic associates: Schacter et al. (1999) report the experimental data and introduce the idea of the distinctiveness heuristic.

false recognition in elderly adults: Norman and Schacter (1997), Schacter et al. (1999), and Tun et al. (1998) provide evidence that older adults are sometimes more susceptible to false recognition of semantic associates in the Deese/Roediger-McDermott procedure. Schacter et al. (1999) report that older adults can use the distinctiveness heuristic to reduce this false recognition effect. Koutstaal and Schacter (1997a) demonstrated even greater susceptibility to false recognition in elderly adults using a procedure in which participants studied pictures of objects from different categories (e.g., cars, shoes) and later falsely recognized new pictures from previously studied categories. However, Koutstaal et al. (1999a) found that elderly adults can use distinctive information to lower false recognition of novel pictures.

con artists and the elderly: Jacoby (1999).

“seeing film stars everywhere”: Ward et al. (1999) report a detailed case study. This article was part of a special issue of the journal Cognitive Neuropsychology devoted to the subject of false memories that was also published in book form (Schacter, 1999a).

frontal lobe damage and false recognition: Rapcsak et al. (1999).

face recognition unit: See Young et al. (1985) and Ellis and Young (1988) for early ideas regarding face recognition units. For another analysis and review, see Breen et al. (2000).

regions near the back of the brain: Perrett et al. (1992) discuss evidence for face cells, and Kanwisher et al. (1997) and Tong et al. (2000) provide fMRI evidence linking the fusiform gyrus with face recognition.

“victim of enemies”: Ellis et al. (1994, p. 134), an English translation of Courbon and Fail’s 1927 paper. Ellis et al. also provide translations of two other classic French papers on delusional misidentifications.

IR: Box et al. (1999). Feinberg et al. (1999) also report a case of Fregoli delusion following a head injury that produced damage to the right frontal lobe as well as part of the left temporal and parietal lobes.

plagiarism of Wallace biography: Jack (1998).


Nietzsche’s unintentional plagiarism: Taylor (1965, p. 1113).

Daniels’s unintentional plagiarism: Daniels (1972, quotation from p. 124).

catching ourselves in the act: “The Blue Danube” waltz incident is described in Reed (1988, p. 100). Skinner relates his experiences in an essay on intellectual function during old age (Skinner, 1983, p. 242).

procedure for examining cryptomnesia: Brown and Murphy (1989).

priming: For a review of evidence and ideas concerning priming, see Schacter (1996, ch. 6), Schacter and Buckner (1998), and Wiggs and Martin (1998).

paying attention to the source of ideas: Marsh et al. (1997).

similarity between memory misattributions and social misattributions: Jacoby et al. (1989b). Schachter and Singer (1962) report the famous experiments on the interpretation of adrenaline-induced arousal.

experienced déjà vu at least once: Brown (2004).

a disturbing title: Long (2017).

long-standing idea about déjà vu: Cleary et al. (2009, 2012).

what is going to happen next: Cleary and Claxton (2018).

recognition of visual prototypes: Slotnick and Schacter (2004).

neural sensory reactivation: For recent reviews of neuroimaging studies showing that sensory reactivation can distinguish true from false memories, see Kurkela and Dennis (2016) and Schacter et al. (in press).

areas within the frontal lobe: The evidence is carefully reviewed by Kurkela and Dennis (2016).

not so fast: For a detailed discussion of the limitations of fMRI findings on true versus false memories in legal settings and of other ways in which cognitive neuroscience could be useful in these settings, see Schacter and Loftus (2013). As a longtime admirer of Elizabeth Loftus and her research, it was a pleasure and an honor to collaborate with her in writing this article.

brain activity and facial recognition: Rissman et al. (2010). In addition to showing that a pattern classifier could determine when people subjectively recognized a face as “old” or “new,” Rissman et al. showed that the classifier could distinguish somewhat between true and false recognition of faces in individual participants. However, this effect was present only for faces to which participants assigned low-confidence responses. Also, this discrimination was much weaker than the classifier’s ability to discriminate between faces that were subjectively experienced as “old” versus “new.”

not just a flight of fancy: For progress in using pattern classification techniques, see Rissman and Wagner (2012) and Poldrack (2018). For a nice example of acquiring data from individual participants, see Braga and Buckner (2017).

brain activity associated with everyday experiences: For fMRI studies of everyday experiences, see Rissman et al. (2016) and St. Jacques et al. (2013).

study of countermeasures: Uncapher et al. (2015).

5. The Sin of Suggestibility

study of El Al crash memories: Crombag et al. (1996).

Alan Alda: The procedure I used in the show was based on experiments we had recently performed in our laboratory, described in Schacter et al. (1997b). These experiments revealed that adults in their sixties are more likely than college students to confuse events seen only in photographs with those witnessed earlier on a videotape.

Korean War memories: Moss (2000, quotation from p. A22).

laboratory studies of suggested memories: For an overview of Loftus’s pioneering studies, see Loftus et al. (1995). Higham (1998) describes the study of a staged robbery and his research student’s false memory.

British study of police questioning: See Fisher (1995, p. 740).

eyewitness in Missouri case: Wells and Bradfield (1998) discuss this case; the quotation is from p. 360.

eyewitness confidence: Since the publication of the first edition of The Seven Sins of Memory in 2001, there have been important advances and changes in our understanding of the relation between confidence and accuracy in memory that have clarified when confidence is more or less strongly related to accuracy. Under what Wixted and Wells (2017) call “pristine” conditions, in which fair lineups are used and suggestive influences are absent, confidence and accuracy are strongly related. But under “non-pristine” conditions, which involve feedback, unfair lineups, or misleading suggestions, confidence can become decoupled from accuracy. Wixted and Wells (2017) provide a useful synthesis of this research. For additional discussion on methodological and other issues regarding assessment of the relation between confidence and accuracy in memory, see Wixted et al. (2016, 2017). For discussion of how initially uncertain identifications can change into certain ones when “non-pristine” conditions are involved, see Wixted (2018).

not set in stone: See Wells and Bradfield (1998) for discussion of evidence concerning the malleability of eyewitness confidence and for the experiment on the effects of confirming feedback. These effects have since been replicated many times. See Steblay et al. (2014) for a review and implications.

suggestive procedures and Catch-22: Wells and Bradfield (1998) discuss the Biggers criteria; the quotation is from p. 375.

using hypnosis to question witnesses: Kebbell and Wagstaff (1998) provide an informative discussion.

Chowchilla case: See Reiser (1990) for an account of the use of hypnosis in this case.

hypnosis and memory: For reviews of the scientific literature, see Kebbell and Wagstaff (1998) and Lynn and McConkey (1998).

success of hypnosis: Reiser (1990). Kebbell and Wagstaff (1998) discuss the idea of hypnosis as a “face-saving” device.

Cognitive Interview: For a detailed description of the Cognitive Interview and a summary of the research on which it is based, see Fisher (1995) and Fisher and Geiselman (1992). Further ideas pertaining to the development, modification, and application of the Cognitive Interview are brought together in a special issue of the journal Psychology, Crime and Law (1999; vol. 5, nos. 1–2). The papers by Clifford and Gwyer (1999), Kebbell et al. (1999), and Memon and Higham (1999) are particularly relevant to the issues I have discussed. For a more recent review of evidence concerning the Cognitive Interview, see Memon et al. (2010).


false confessions: Munsterberg (1908).

false confessions by Soviet prisoners: Hinkle and Wolff (1956, quotation from p. 116). Gudjonsson (1992, ch. 6) provides an informative discussion of this and related observations.

Peter Reilly case and memory distrust syndrome: Gudjonsson and MacKeith (1988); see also Gudjonsson (1992, p. 228).

Paul Ingram: Wright (1994) provides a thorough description and analysis of the case; see also Ofshe (1992).

false confession by a seventeen-year-old: Gudjonsson et al. (1999) provide a detailed description of the case; the quotation is from p. 456.

interrogative suggestibility: See Gudjonsson (1984, 1992).

mock juries and false confessions: Kassin and Wrightsman (1981).

experimental study of false confessions: Kassin and Kiechel (1996).

reality of recovered memories: For summaries of relevant evidence, see Conway (1997), Lindsay and Read (1994), Loftus and Ketcham (1994), Pendergrast (1995), and Schacter (1996, ch. 9).

“lost in the mall” study: Loftus and Pickrell (1995).

implanted memories of childhood experiences: See Hyman et al. (1995) and Hyman and Billings (1998).

visual imagery in suggested memories: Hyman and Billings (1998) report data indicating a correlation between imagery vividness and production of false memories. Hyman and Pentland (1996) found that instructions to use visual imagery as an aid to recall resulted in a higher incidence of false memories. Using a different experimental procedure, Garry et al. (1996) found that requiring subjects to imagine unlikely incidents from childhood, such as finding money in a parking lot, heightened their confidence that the incidents had actually occurred. Goff and Roediger (1998) report similar findings using an experimental procedure in which people carried out some simple actions in the laboratory and only imagined others. Dewhurst and Conway (1994) provide experimental evidence that true memories of past events are often accompanied by vivid visual images.

dream interpretation: Mazzoni and Loftus (1998).

implanted memories of an animal attack: Porter et al. (1999). Pezdek (1997) describes a failure to implant memories of an enema.

our earliest memories: For data and general discussion, see Usher and Neisser (1993) and West and Bauer (1999). For possible links to brain function, see Nadel and Zola-Morgan (1984) and Schacter and Moscovitch (1984).

getting “in touch” with early memories: Malinoski and Lynn (1999).

remembering events before first birthday: Green (1999).

crib memories: Spanos et al. (1999). See also related work and similar findings by DuBreuil et al. (1998).

“memories” for past lives and alien abductions: See Spanos et al. (1993, 1994).

surveys of psychotherapeutic practices: Poole et al. (1995).

individual differences in creating false memories: See Hyman and Billings (1998) for childhood memories, Winograd et al. (1998) for false recognition of semantic associates in college students, Clancy et al. (2000) for false recognition in adult women, and Clancy et al. (2002) for false recognition in people who claim to recall alien abductions.

amicus brief: Commonwealth of Massachusetts v. Cheryl Amirault LeFave, Massachusetts Supreme Judicial Court #SJC-7529. For a brief summary of the story of the Amiraults, see Pollitt (1999). For summaries of preschool cases involving suggestive questioning and disputed memories, see the excellent books by Ceci and Bruck (1995) and Nathan and Snedeker (1995).

research fell far short: See Bruck and Ceci (1999) for discussion of this point and relevant research.

study of open-ended versus specific questions: Peterson and Bell (1996).

the clown’s actions: This exchange is from an affidavit by Dr. Maggie Bruck, a copy of which she kindly sent to me on October 25, 1999. She gave the affidavit during an evidentiary hearing at which she testified.

repeated questioning of young children: For summaries of the research by Bruck and Ceci, see Bruck et al. (1997) and Ceci (1995).

“Mr. Science” study: Poole and Lindsay (1995).

single suggestive questions: Rudy and Goodman (1991).

study based on McMartin techniques: Garven et al. (1998).

forced generation of allegations: Ackil and Zaragoza (1998, quotation from p. 1359). All of the individuals convicted in the Wenatchee prosecutions were eventually set free by the courts. For an overview, see Wikipedia, Wenatchee child abuse prosecutions, last modified January 13, 2021, 20:58, https://en.wikipedia.org/wiki/Wenatchee_child_abuse_prosecutions.

Amirault LeFave set free: The final maneuvers in the Cheryl Amirault LeFave decision are chronicled in a series of articles published in the Boston Globe on October 22–23, 1999.

rich false memories: Loftus (2003). The 20 to 30 percent incidence of rich false memories in most studies using procedures similar to the “lost in the mall” study (Loftus and Pickrell, 1995) was confirmed in a formal analysis by Scoboria et al. (2017).

false memory of committing a crime: Shaw and Porter (2015).

critique of Shaw and Porter’s study: Wade et al. (2018). For background studies on the distinction between false memories and false beliefs, see Lindsay et al. (2004) and Scoboria et al. (2017).

seized public attention: For an excellent discussion of the psychology of false confessions and implications for criminal justice, see the authoritative white paper on police-induced confessions by Kassin et al. (2010) and a more recent analysis by Kassin (2017) that considers several of the high-profile cases.

internalized false confessions: Kassin et al. (2010) distinguish between “internalized false confessions,” where people come to mistakenly believe they committed a crime in response to being presented with seemingly incontrovertible evidence of their guilt; “compliant confessions,” where suspects confess in order to escape a stressful interrogation; and “voluntary confessions,” where people confess in an attempt to achieve notoriety or satisfy other psychological needs. In some cases of voluntary confessions, people may be unable to distinguish fact from fantasy and thus in some sense believe that they committed a crime.

False Memory Syndrome Foundation dissolved: This announcement is posted on the organization’s website, http://www.fmsfonline.org/, which, according to the announcement, “will continue to be available.” Last accessed January 28, 2021.

use of suggestive techniques: See Rabinowitz (2003) and Beck (2015) for in-depth analyses of psychological and social factors that produced these tragic daycare center cases. Pendergrast (2017) also provides an insightful discussion of the cases.

study of board-certified psychotherapists: Patihis et al. (2014).

continue to probe for memories: Patihis and Pendergrast (2019).

6. The Sin of Bias

“Who controls the past”: Orwell (1950/1984, p. 32).

“Past events, it is argued”: Orwell (1950/1984, p. 176). My treatment of Orwell’s 1984 follows from the classic article on the totalitarian ego by Greenwald (1980), which draws on Orwell’s novel to highlight some of the same points I make.

study of Perot supporters: Levine (1997).

high school students’ busing opinions: Goethals and Reckman (1973). For excellent summaries of this and related research, see Dawes (1988) and Ross (1989).

“implicit theory of stability”: Ross (1989).

recall of study skills: Conway and Ross (1984).

recall of emotional states during menstruation: McFarland et al. (1989).

biased recall of dating college students: McFarland and Ross (1987).

recall biases in partners whose feelings had changed: Kirkpatrick and Hazan (1994) examined recall across a four-year interval; Scharfe and Bartholomew (1998) examined recall across an eight-month interval.

study of Michigan couples: Holmberg and Holmes (1994, quotation from p. 286).

“I love you more today”: See Sprecher (1999).

wives’ feelings about their marriages: Karney and Coombs (2000).

cognitive dissonance: The concept of cognitive dissonance derives from the classic work of Festinger (1957). For a review of relevant research, see Wood (2000).

choices between art prints: Lieberman et al. (2001) describe the experiment. For an alternative interpretation of these results, see Gawronski et al. (2007).

Northwestern football fans: Roese and Maniar (1997).

students and the O. J. Simpson verdict: Bryant and Brockway (1997).

1980 presidential election: Leary (1982).

deterministic and chance causes of British victory: Wasserman et al. (1991). For an insightful review of research on hindsight bias, see Hawkins and Hastie (1990).

subset of Northwestern fans: Roese and Maniar (1997).

asked to make an independent diagnosis: Arkes et al. (1981).

bias among jurors: See discussion by Hawkins and Hastie (1990, pp. 318–19). Hastie et al. (1999) report the dramatic effects of hindsight bias in an experimental simulation of a civil case that required mock jurors to assess the liability of a company for environmental damages.

hindsight bias in recall of Jack and Barbara’s encounter: Carli (1999).

egocentric bias among couples: Ross and Sicoly (1979); Christensen et al. (1983). For laboratory evidence on enhanced recall of our own actions, see Engelkamp and Zimmer (1996).

self-encoding and memory: Symons and Johnson (1997) provide a thorough review.

positive illusions: The important review by Taylor and Brown (1988) makes the case for positive illusions and summarizes relevant evidence. Taylor (1989) provides an accessible treatment of the issue for the general reader.

biased recall of introverted traits: Sanitioso et al. (1990).

distorted recall of high school grades: Bahrick et al. (1996). As these authors note, it is possible that memory biases cause forgetting of actual grades. Alternatively, forgetting may occur for reasons unrelated to bias (decay of memory or other factors that produce transience), with bias operating later to fill in the resulting memory gaps. The authors provide arguments to support the latter interpretation.

divorce and memory biases: Gray and Silver (1990, quotation from p. 1188).

exaggerated recall of anxiety: Keuler and Safer (1998) provide data on recall of exam anxiety; Breckler (1994) examined recall in blood donors.

Mary Tyler Moore: The quotation originally appeared in a 1997 article in the Ladies’ Home Journal (Gerosa, 1997) and was cited by Ross and Wilson (1999, p. 238).

whistling Vivaldi: Staples (1994) relates this incident in his autobiographical narrative; the quotation is from p. 202. I first heard the incident described in relation to stereotyping during a lecture by the social psychologist Claude Steele at Harvard in October 1997.

energy-saving devices: See Macrae et al. (1994) for evidence and discussion.

stereotypes get us into trouble: See Allport (1954, quotations from p. 21). In their excellent essay on stereotypes and prejudice, Banaji and Bhaskar (1999, p. 143) cite this line and note the prescience of Allport’s views.

subliminal priming of stereotypes: Devine (1989).

British study: Lepore and Brown (1997).

nonexistent black criminals: The experiment is described briefly by Banaji and Bhaskar (1999, quotation from p. 151).

“false fame” error: Banaji and Greenwald (1995). Their work is based on earlier studies by Larry Jacoby’s group (Jacoby et al., 1989a), which established the false fame error.

guilt by association: See Banaji and Bhaskar (1999) for a thoughtful discussion.

stereotype bias and cognitive effort: Macrae et al. (1994).

Bob and Margie: Spiro (1980) reports the experiment. For an excellent review of related work, see Alba and Hasher (1983).

split-brain patients: For summaries of this work, see Gazzaniga (1985, 1998).

left-brain interpreter: Gazzaniga (1985, 1998) has developed and elaborated the notion of the interpreter. Phelps and Gazzaniga (1992) report the experiments showing false recognition of stereotype-consistent incidents by the left hemisphere; see also Metcalfe et al. (1995) for further experiments with similar results.

object recognition study: Koutstaal et al. (2001b) report these experiments.

memory for true and false political events: Frenda et al. (2013).

Irish referendum and fake news: Murphy et al. (2019). The finding that the impact of bias was most evident in supporters on both sides of the Irish referendum with low cognitive ability is particularly interesting because these individuals were not overall more susceptible to false memories (i.e., counting false memories that did and did not conform with one’s bias) than individuals with higher cognitive ability, and there was no overall difference in cognitive ability between “yes” and “no” supporters. Instead, people with low cognitive ability were more driven by their preexisting biases when making memory judgments about fake events.

susceptibility to fake news: Pennycook and Rand (2019).

truth bias: For a comprehensive review that summarizes evidence regarding a truth bias, see Brashier and Marsh (2020). For an early incisive analysis of this issue, see Gilbert (1991). For an alternative perspective that emphasizes that people can exercise “epistemic vigilance” to avoid gullibility, see Mercier (2017).

illusory truth effect: For the initial demonstration of this effect, see Hasher et al. (1977). For the link between illusory truth and susceptibility to fake news, see Pennycook et al. (2018). For the evidence that even blatantly false statements can be subject to the illusory truth effect, see Fazio et al. (2019). For a review of mechanisms that produce the illusory truth effect, see Unkelbach et al. (2019).

sharing fake news: Effron and Raj (2020). Brashier and Schacter (2020) report that older adults shared the most fake news during the 2016 presidential campaign; it will be important to study the effects of repeated exposure on sharing fake news in this group.

repeated exposure to statements by Trump: Murray et al. (2020).

most-watched debate: Stelter (2016).

explicit versus implicit memory: The distinction was originally drawn by Graf and Schacter (1985). In Schacter (1987), I reviewed historical, empirical, and theoretical aspects of the distinction. Greenwald and Banaji (2017) specifically make the link between these two papers and their articulation of the concept of implicit social cognition.

implicit social cognition: Greenwald and Banaji (1995).

Implicit Association Test: Greenwald et al. (1998) first reported the IAT. Greenwald and Banaji (2017, p. 866) summarized the initial IAT procedure.

relevance of IAT to social cognition and racial bias: Greenwald et al. (1998).

study based on Project Implicit: See Nosek et al. (2002). Regarding the finding that Blacks showed a small implicit effect favoring whites, Project Implicit writes: “Results from this website consistently show that members of stigmatized groups (e.g., Black people, gay people, older people) tend to have more positive implicit attitudes toward their groups than do people who are not in the group, but that there is still a moderate preference for the more socially valued group. So gay people tend to show an implicit preference for straight people relative to gay people, but it is not as strong as the implicit preference shown by straight people. We think that this is because stigmatized group members develop negative associations about their group from their cultural environments, but also have some positive associations because of their own group membership and that of close others” (https://implicit.harvard.edu/implicit/faqs.html#faq10).

intense debate: For varying perspectives by psychological scientists on interpreting the IAT and thinking about implicit bias more generally, see Banaji and Greenwald (2013), De Houwer (2019), Eberhardt (2019), Gawronski (2019), Greenwald et al. (2015), Greenwald and Lai (2020), Jost et al. (2009), Schimmack (2019), and Tetlock and Mitchell (2009). For critiques and discussions in the popular press, see Bartlett (2017), Goldhill (2017), Mac Donald (2017), Mak (2018), and Nordell (2017).

studies using the first person shooter task: See Correll et al. (2002, 2007); for a review of this line of research, see Correll et al. (2014). For discussion of the implications of implicit bias for policing, see Eberhardt (2019) and Spencer et al. (2016).

examining police performance: Correll et al. (2007).

people who perpetrate discrimination: Daumeyer et al. (2019) report four experiments that support this idea.

influence of implicit bias training: See the intervention studies by Devine et al. (2012) and Lai et al. (2014, 2016), as well as the meta-analysis by Forscher et al. (2019).

payoff from implicit bias training: For a critical analysis, see Dobbin and Kalev (2018).

4 million test results: Charlesworth and Banaji (2019).

7. The Sin of Persistence

Donnie Moore: Louinn Lota, Associated Press bulletin, July 19, 1989.

preventing the recurrence of a persistent tune: Laurie Gordon, personal communication, December 13, 1999.

Stroop effect: MacLeod (1991) provides a thorough review of the voluminous literature on the Stroop effect. For a review of the research, see Williams et al. (1996). As Williams et al. note, the emotional Stroop effect is strongest in patients with emotional disorders and does not always occur in healthy adults.

goals and evaluating emotional information: See Lazarus (1991) for ideas about emotional appraisal and goals; see Ochsner and Schacter (2000) for the development of these ideas within the framework of cognitive neuroscience.

memory for the central focus: See Loftus et al. (1987) for “weapon focus” and Heuer and Reisberg (1992) for a general discussion.

recording emotional incidents: Rimé (1995, pp. 274–75).

recollection of pictures: Ochsner (2000).

fading of unpleasant memories: Walker et al. (1997).

reminders of difficult experiences: García Márquez (1994, p. 11).

“You destroyed a man’s life”: Quoted in Louinn Lota, Associated Press bulletin, July 19, 1989.


counterfactual thinking: For an informative review, see Roese (1997). For research concerning emotional influences on counterfactual thinking, see Roese and Hur (1997) and Zeelenberg et al. (1998).

persistent counterfactual thinking: See Williams (1997, quotation from p. 224). The quotations concerning persistence following an untreatable illness are from Parkes (1986, p. 93).

counterfactual thinking after negative experiences: Roese and Hur (1997).

Jean Van de Velde: D’Amato (1999).

self-schemas and depression: For a review of the self-schema concept in relation to depression, see Segal (1988); for a review of related memory phenomena, see Mineka and Nugent (1995).

Pushkin poem: The poem is reproduced in Washburn et al. (1998, p. 837).

electrical brain activity: The experiments are reported in Deldin et al. (2001).

depression and intrusive memories: Brewin et al. (1996).

intrusive memories in depressed cancer patients: Brewin et al. (1998). For laboratory evidence concerning the effects of mood on memory, see Varner and Ellis (1998).

rumination and depression: Nolen-Hoeksema (1991).

rumination, depression, and memory: Lyubormirsky et al. (1998).

rumination differences between men and women: Nolen-Hoeksema (1991).

disclosing difficult experiences: Pennebaker (1997) provides a useful overview of research showing beneficial effects of disclosing emotional experiences.

“overgeneral memories”: See Williams (1997) for a review and discussion of relevant research; the quotations are from p. 170.

brain activity in depressed patients: Davidson et al. (1999) provide a cogent review of key developments.

left prefrontal activity and recall of details: Nolde et al. (1998).

“In Sacai”: Burton (1621/1989, p. 336).

suffering from shell shock: Bogacz (1989).

epidemiological studies of trauma: The incidence estimates are discussed by Leskin et al. (1998, p. 984).

senses involved in traumatic memories: See Ehlers and Steil (1995) and Ehlers and Clark (2000).

intrusive memories in trauma versus depression: Reynolds and Brewin (1999).

PTSD diagnosis: For discussion, see Ehlers and Clark (2000) and Leskin et al. (1998).

“stuck” in the past: Holman and Silver (1998).

“It was on Memorial Day”: Van Arsdale (1995, pp. 3, 19).

study of ambulance workers: Clohessy and Ehlers (1999).

ironic effects of thought suppression: For a review and theoretical account of the “rebound effect” in thought suppression, see Wegner (1994). Wegner and Gold (1995) studied thought suppression in relation to attempts to suppress memories of “old flames” from past relationships; the quotation is from p. 791. For a general review of thought suppression in relation to psychopathology, see Purdon (1999) and Koutstaal and Schacter (1997c).


imaginal exposure therapy: For an example of Keane’s work, also referred to as “flooding” or “implosive” therapy, see Keane et al. (1989); for a comparison of procedures for treating PTSD, see Foa et al. (1991). Leskin et al. (1998) review the relevant research and provide treatment recommendations. For discussion of related approaches to treating PTSD, see Foa and Meadows (1997) and McNally (1999).

“testimony therapy”: Weine et al. (1998, quotation from p. 1721).

amygdala and emotional memory: Cahill and McGaugh (1998) review the relevant research.

abnormal fear responses: See Adolphs et al. (1994, 1999) and LeDoux (1996).

videotape of patient: Phelps et al. (1998) provide a detailed case study of this patient.

fear conditioning in animals: LeDoux (1996) provides an engaging account of his own and others’ work on fear conditioning in numerous species; the quotation is from pp. 141–42.

hub of a wheel: LeDoux (1996, p. 168).

amygdala modulates memory storage: Cahill and McGaugh (1998).

neuroimaging techniques: Whalen (1998) provides a cogent review. For Whalen’s work on amygdala activation following brief presentations of fearful faces, see Whalen et al. (1998).

amygdala activity and recall of upsetting episodes: Cahill et al. (1996). Alkire et al. (1998) found that hippocampal activity correlated with recall of neutral incidents.

neuroimaging of fear conditioning: See Whalen (1998) for a review. Rauch et al. (1996) and Shin et al. (1997) provide neuroimaging evidence of amygdala activity during traumatic recall in patients with PTSD, whereas Shin et al. (1999) failed to observe amygdala activation in such patients. Although the reasons for the discrepant findings are not entirely clear, Shin et al. (1999, p. 582) suggest that patients in their study may have experienced less fear during traumatic recall than did patients in the other studies.

norepinephrine, yohimbine, and trauma: For an overview of the major findings, see Southwick et al. (1999a).

yohimbine-induced flashbacks and panic attacks: Southwick et al. (1999b, quotation from p. 443).

yohimbine and emotionally arousing slides: O’Carroll et al. (1999b) report this experiment; another study with similar effects is summarized briefly by Southwick et al. (1999a, p. 1199).

propranolol and memory: Cahill et al. (1994) reported the initial findings that propranolol selectively impairs recall of emotional material. Van Stegeren et al. (1998) replicated the original results and extended them by showing that a beta-blocker (nadolol) that crosses the blood-brain barrier to a lesser extent than propranolol fails to impair emotional recall. However, O’Carroll et al. (1999a) used a slightly different experimental procedure than Cahill et al. (1994) and did not find that propranolol impairs emotional recall. Though the reasons for the different results are not known, subjects in O’Carroll et al. (1999a) showed different patterns of heart rate responses to the emotional materials than did subjects in Cahill et al. (1994) and van Stegeren et al. (1998). These differences could be related to the varying effects of propranolol on memory (Larry Cahill, personal communication, March 23, 2000).

tone-footshock experiments: Nader et al. (2000).

early experiments using electric shocks: See Misanin et al. (1968) for the initial experiments. As a graduate student in the 1970s, I was aware of the early work by Misanin et al. and others and found it extremely interesting. However, an attempted extension to humans by Squire et al. (1976) using electroconvulsive therapy failed to show any amnesic effects of memory reactivation analogous to those seen in rats, which might have contributed to declining interest in the phenomenon during the 1980s and 1990s, at least from human memory researchers. For a comprehensive review and synthesis of reconsolidation research, see Dudai (2012) and Elsey et al.(2018).

similar phenomena in humans: For a recent review on reconsolidation that includes discussion of research in humans, see Lee et al. (2017). There is still debate as to whether the phenomena observed in rats and humans involve the same underlying mechanisms.

implications for memory sins: For discussion of these implications, see Hardt et al. (2010) and Schacter et al. (2011).

mixed results: For a review and discussion, see Lee et al. (2017) and Phelps and Hofmann (2019).

victim of armed robbery: Kindt and van Emmerik (2016, quotation from pp. 289–90).

a larger study: Wood et al. (2015).

Researchers at McGill University: Brunet et al. (2018).

targeting reconsolidation with Tetris: James et al. (2015).

Tetris treatment in emergency room patients: Iyduri et al. (2018).

Tetris treatment for PTSD: Kessler et al. (2018).

memory suppression in PTSD: Catarino et al. (2015).

intrusive memories after watching an upsetting film: Streb et al. (2016).

white bear effect and memory-suppression studies: Engen and Anderson (2018).

 

8. THE SEVEN SINS: VICES OR VIRTUES?

“Over the years”: Anderson and Milson (1989, p. 703).

proponents of evolutionary psychology: For an introduction to evolutionary psychology from the perspective of its proponents, see Barkow et al. (1992), Buss et al. (1998), Cosmides and Tooby (1994), and Pinker (1997b). For critiques of various aspects of the evolutionary approach, see Coyne (2000), Gould (1991, 1997a, 1997b), and Sterelny and Griffiths (1999). The quotation concerning reverse engineering is from Pinker (1997b, p. 21).

evolutionary perspectives in earlier work: Sherry and Schacter (1987) provide an evolutionary account of multiple memory systems.

“intelligent errors”: See Hauser (2000, pp. 80–84) and Gallistel (1990, p. 68). Note that at the time I wrote the 2001 edition, Marc Hauser was an evolutionary psychologist and faculty member in the Department of Psychology at Harvard University. In July 2011, Hauser resigned from Harvard in response to charges of scientific misconduct brought by the university and subsequently left the field of psychology entirely. Several of Hauser’s papers were retracted from scientific journals. The material that I cite comes from a book in which Hauser summarizes observations made by others and is unrelated to the problematic experimental papers from his own lab.

behavior known as imprinting: See Lorenz (1935/1970) for his pioneering observations. For a review and discussion of subsequent developments, see Shettleworth (1998).

“The utility of all the passions”: Descartes (1649/1989, p. 59).

forgetting over time: Bjork and Bjork (1988).

adapting to the environment: Anderson and Schooler (1991, 2000).

squirrel’s cookie-eating behavior: Krebs and Davies (1993, ch. 3). Students of animal behavior in natural environments (behavioral ecologists) have developed quantitative procedures for rigorously analyzing the costs and benefits involved in trade-offs. Memory researchers have yet to come up with such quantitative procedures, but it would be highly desirable to attempt to do so.

inhibitory processes protect us from chaos: See Bjork and Bjork (1988).

Shereshevski: See the classic account by Luria (1968).

amnesic patients less likely to make false recognition error: See Schacter et al. (1996b, 1998) for studies using the semantic associates paradigm. The study on categorized pictures is described by Koutstaal et al. (2001a). In a related vein, Koutstaal et al. (1999c) report that amnesic patients show reduced false recognition of novel visual shapes that are perceptually similar to previously studied shapes.

theoretical model: McClelland (1995, quotations from p. 84). Interestingly, amnesic patients are able to acquire new categorical knowledge in a manner similar to healthy control subjects (Knowlton and Squire, 1993). To the extent that learning new categories relies on memory for gist information, this finding would appear to conflict with the observation that amnesic patients show reduced false recognition of semantic associates, categorized pictures, and visual shapes, which also rely on memory for the gist. Possible reasons for the differences are considered by Koutstaal et al. (1999c).

rote memory in autism: Mottron et al. (1998); Waterhouse (1988).

discrimination between true and false memories in autistic patients: Beversdorf et al. (2000). It should be noted that other researchers using a Deese/Roediger-McDermott (DRM) semantic associates experimental paradigm similar to that of Beversdorf et al. have found individuals with Asperger’s syndrome to be similarly susceptible to false recall and recognition as non-autistic individuals (Bowler et al., 2000; Kamio and Toichi, 2007). However, Kamio and Toichi also report evidence of reduced susceptibility to associative false memories in high-functioning autistic individuals. As Kamio and Toichi point out, differences across studies may reflect differences in patient populations and task details. Happe (1999) summarizes related evidence indicating that autistic patients are characterized by a cognitive style that focuses on local rather than global information processing, which she terms “weak central coherence”—that is, they tend to focus on specifics of a stimulus or situation at the expense of the big picture.


stereotypes as consequences of ordinary processes: Allport (1954, quotation from p. 27). Banaji and Bhaskar (1999, p. 141) discuss and quote Allport’s ideas.

positive illusions: See Taylor (1989) and Taylor and Brown (1988) for discussion of relevant research.

two uses of the term adaptation: For detailed discussions concerning the nature of adaptation, see Reeve and Sherman (1993) and Williams (1992).

the term exaptation: See Gould (1991) for discussion and examples; the quotation is from p. 47.

an evolutionary development called a “spandrel”: Gould and Lewontin (1979).

explaining cognition in terms of adaptations: Pinker (1997b, p. 21); Tooby and Cosmides (1992, p. 24).

dominance of exaptations and spandrels: Gould (1991, quotation from p. 59). For the exchange between Pinker and Gould, see Gould (1997a, 1997b) and Pinker (1997a).

testing evolutionary hypotheses: Buss et al. (1998). See p. 544 for the thirty predictions from an evolutionary perspective.

The Blind Watchmaker: Dawkins (1986). For the original watchmaker argument, see Paley (1802/1986).

tall men bear more offspring: Pawlowski et al. (2000).

bodily symmetry: For data and theory concerning bodily symmetry/asymmetry, see Møller and Swaddle (1997) and Thornhill and Møller (1997). For a critical analysis of their ideas, see Houle (1998).

cross-cultural analyses of facial attractiveness: Cunningham et al. (1995). For the relation between attractiveness and mental/physical health, see Shackelford and Larsen (1997, 1999).

universals can arise from cultural traits: D. E. Brown (1991) provides an extensive treatment of this topic; Gaulin (1997) also offers a thoughtful analysis.

spatial memory in men and women: Buss et al. (1998). For the hunter-gatherer hypothesis and related experimental data, see Eals and Silverman (1994) and Silverman and Eals (1992). McBurney et al. (1997) provide additional supportive data, whereas James and Kimura (1997) provide data from altered experimental conditions that did not produce gender differences in recall of object locations.

spatial memory in birds: See Sherry et al. (1993) for the studies of brown-headed cowbirds; see Sherry and Vaccarino (1989) for earlier work on memory and the hippocampus in food-storing birds. The finding that female brown-headed cowbirds have a relatively larger hippocampus than males is consistent with the hypothesis that this size difference is attributable to selection for spatial ability in the females, related to finding and remembering nest locations. However, variations in hippocampal size could also be produced by differences in experience: extensive use of the hippocampus for finding and remembering nest locations might increase its size. Although no direct evidence is available from brown-headed cowbirds (David Sherry, personal communication, July 11, 2000), Clayton (1996) found that when she prevented young marsh tits from storing food, their hippocampal size lagged behind that of controls that were allowed to store food. However, other studies have found that comparable differences in experience produce no effects on hippocampal size in adults (Cristol, 1996). Thus, differences in hippocampal size related to food storing probably are not simple consequences of using the hippocampus. It does seem possible, though, that appropriate early experience may be necessary for differences in hippocampal size produced by selection to emerge. This issue has an interesting counterpart in human cognition: the back of the hippocampus in London taxi drivers, who have extensive experience with spatial navigation and memory, is relatively larger than that in control subjects (Maguire et al., 2000). This finding could reflect an increase in posterior hippocampal volume as a result of experience. Alternatively, it is possible that individuals who have relatively larger posterior hippocampi are skilled at spatial navigation, which in turn leads them to become taxi drivers. With respect to the latter possibility, Maguire et al. found that more experience driving taxis was associated with larger posterior hippocampal volume in the right hemisphere, suggesting a role for navigation experience. For a related discussion, see The Update in Chapter 1 concerning the impact of GPS reliance on navigation and memory.

meadow voles: Gaulin and Fitzgerald (1989); see also Hauser (2000, ch. 4) for a relevant discussion.

theoretical article on memory adaptations and exaptations: Sherry and Schacter (1987).

function of amygdala across diverse species: LeDoux (1996).

study of contemporary foraging groups: Yu and Shepard (1998).

primate ranging behavior: Schooler et al. (1999).

cultural aspects of self-serving biases: Heine et al. (1999).

suggestive procedures and false memories: See Pendergrast (1995) and Spanos et al. (1993, 1994).

misattribution and suggestibility: Sully (1881) presents numerous anecdotal examples; Geary (1994) describes Arnold’s story in the context of an enlightening discussion of memory in eleventh-century Europe.

Achilles overwhelmed by grief: Shay (1994, quotation from p. 50).

Fanny Price’s observation on memory: Austen (1816/1998, p. 143).

new theoretical proposals and integrative reviews: Nørby (2015, 2018) proposes an important role for forgetting in emotional regulation and maintaining psychological well-being, and also in facilitating cognitive functions such as abstraction. Fawcett and Hulbert (2020) provide a wide-ranging discussion of seven adaptive aspects of forgetting, which they term serenity, stability, clarity, revision, abstraction, inspiration, and rediscovery. Richards and Frankland (2017) provide a useful neurobiological perspective on adaptive aspects of transience and persistence in memory, and Klein (2019) assigns forgetting a key role in driving the evolution of memory systems. Several authors have proposed new functional/adaptive analyses of memory distortion, discussed later in this chapter, including Hardt et al. (2010), Howe (2011), Schacter and Addis (2007a, 2007b), and Schacter et al. (2011).

fading affect bias (FAB): Walker et al. (1997) provides the initial evidence for the FAB and reviews previous related findings. For thorough reviews and discussion on the FAB, see Walker et al. (2003b) and Walker and Skowronski (2009). For evidence that the FAB doesn’t always hold, see Ritchie et al. (2009).

the FAB and adaptive functioning: For the FAB and dysphoria, see Walker et al. (2003a); anxiety, see Walker et al. (2014); alexithymia, see Muir et al. (2017); eating disorders, see Ritchie et al. (2019); and Grit, see Walker et al. (2020). Duckworth (2016) details the concept of Grit. Sedikides and Skowronski (2020) discuss the FAB in the context of other positivity biases in memory. An intriguing question concerns whether the FAB is reduced in individuals with HSAM, such as Jill Price, whom I’ve characterized as exhibiting anti-transience (see The Update in Chapter 1). Although I know of no studies that have formally tested for the FAB in HSAM, certainly Jill’s characterization of her own memory experiences as “non-stop, uncontrollable and totally exhausting” would be consistent with a reduced FAB if the negative affect associated with her memories of difficult or unpleasant events persists to an exaggerated degree over time. As Nørby (2015) points out in a related discussion, Jill has suffered from problems with anxiety and depression. However, significant depression has not been reported as a consistent feature of individuals with HSAM, though as Nørby notes, trends in this direction are evident in the paper by LePort et al. (2012).

depressed individuals during think–no think: For evidence and discussion, see Hertel and Gerstle (2003) and Joormann et al. (2005, 2009). For the fMRI study, see Sacchet et al. (2017).

mind wandering and autobiographical planning: For experimental evidence, see Baird et al. (2011).

mind wandering and creativity: Baird et al. (2012) report that high levels of mind wandering during a break from a demanding task were associated with higher levels of performance on a subsequent creative problem-solving test, but Smeekens and Kane (2016) failed to observe such effects. However, Smeekens and Kane did report a modest positive correlation between self-reported daydreaming and performance on a test of creative thinking. Agnoli et al. (2018) observed a positive correlation between self-reported intentional mind wandering and creativity (i.e., performance on a lab creativity task and also self-reported creative achievement), along with a negative correlation between self-reported unintentional mind wandering and creativity. Seli et al. (2016) argue that intentional mind wandering—deliberately deciding to disengage from a cognitive task to engage in mind wandering—should be distinguished from unintentional mind wandering, where people “drift away” from a cognitive task without an explicit intention to do so; they also summarize experimental evidence that intentional and unintentional mind wandering are dissociable. For a broader review and discussion of the costs and benefits of mind wandering, see Mooneyham and Schooler (2013), and for discussion of mind wandering and creativity, see Fox and Beaty (2019).

fMRI study of left temporal pole: Chadwick et al. (2016). Note that Demis Hassabis is also CEO of the artificial intelligence company DeepMind. To test the critical prediction of a link between left TP semantic representation and DRM false memories, we scanned participants while they viewed a long list comprising sets of words from forty DRM lists (each set contained four list words and a semantically associated lure word). This procedure allowed us to measure neural patterns elicited by each set of DRM words and assess the degree of similarity between those patterns and the neural pattern elicited by the associated lure word using representational similarity analysis, which has been applied increasingly in fMRI studies of memory and cognition during the past decade. (For discussion of this method, see Kriegeskorte and Kievit, 2013.) Because participants saw the lure words on the study list, we obtained an estimate of false memory rates from a separate, previously published data set that contains the probability of false recall for each lure word on a large number of DRM lists. Putting these two together, we found that the degree of neural pattern similarity in the left TP between the lure word and its four associated list items in our participants predicted the probability of false recall of a lure word in this separate group of people.

semantic dementia: For a thorough review, see Landin-Romero et al. (2016).

theoretical models of semantic cognition: For a useful overview, see Patterson et al. (2007).

false memories for the nonstudied lure: Howe (2011).

analogical reasoning test: Howe et al. (2015).

young children and older adults: Howe et al. (2011).

updating with misinformation: The initial articulation of this idea comes from the work of Elizabeth Loftus. For an informative overview, see Loftus (2005). For discussion of the context of adaptive memory distortions, see Schacter et al. (2011).

reconsolidation and memory updating: See Dudai (2012), Hardt et al. (2010), Hupbach et al. (2011), and Lee et al. (2017). For related findings and discussion concerning memory reactivation and updating, see St. Jacques et al. (2013).

fMRI study of movie viewers: Edelson et al. (2011).

KC: For an overview of research with KC, see Rosenbaum et al. (2005). For the initial observation of his impaired future thinking, see Tulving (1985), and for an updated discussion of KC in the context of Tulving’s thinking about episodic memory, see Tulving (2002). For the initial formulation of the distinction between episodic and semantic memory, see Tulving (1972). Sadly, KC passed away on March 27, 2014, a few months before his sixty-third birthday. His full name, which was made public some years ago, was Kent Cochrane.

remembering the past and imagining the future: Addis et al. (2007). Other similar fMRI evidence was reported by Szpunar et al. (2007) and Hassabis et al. (2007), and in an earlier PET scan study by Okuda et al. (2003). Early studies showing cognitive similarities between past and future experiences were reported by D’Argembeau and Van der Linden (2004, 2006) and Klein et al. (2002). For general reviews of research that links remembering the past and imagining the future, see Schacter et al. (2012, 2017).

network of brain regions: This network includes the medial temporal and frontal lobes, the posterior cingulate and retrosplenial cortex, and the lateral parietal and temporal areas. In Schacter et al. (2007), we referred to these regions as the “core network,” based on the few available studies at the time. Numerous fMRI studies of remembering past and imagining future experiences were subsequently published, and nearly a decade later, Benoit and Schacter (2015) confirmed the involvement of the core network in both functions based on a much larger sample of studies. The core network overlaps substantially with the well-known default mode network, which is associated with internally focused cognition. For a review, see Buckner et al. (2008) and Buckner and DiNicola (2019).

older adults remember fewer episodic details: For relevant evidence and ideas, see Addis et al. (2008), Gaesser et al. (2011), and Madore et al. (2014). For a recent review, see Schacter et al. (2018).

constructive episodic simulation hypothesis: Schacter and Addis (2007a, 2007b, 2020) and Schacter (2012) elaborate on the idea, provide additional background, and discuss relevant evidence. For related ideas, see Dudai and Carruthers (2005) and Suddendorf and Corballis (2007).

“trying out” different approaches: See the pioneering papers by Ingvar (1979, 1985) for a lucid articulation of this idea. For recent experimental evidence, see Jing et al. (2017).

DRM lists and future imagining: Dewhurst et al. (2016, quotation from p. 1083). Several studies by my collaborators and I have explored how future imagining and related adaptive processes may contribute to memory errors. In experiments led by Aleea Devitt, we linked flexible recombination processes used in an imagination task with autobiographical memory conjunction errors (Devitt et al., 2016) and memory biases to recall the past in an overly positive manner (Devitt and Schacter, 2018). In studies led by Preston Thakral, we have provided additional evidence that connects DRM false memories with episodic retrieval processes that support future imagining and related kinds of mental simulations. Thakral et al. (2019) found that when participants underwent an “episodic specificity induction” (i.e., brief training in recalling details of a recent experience based on an adapted version of the Cognitive Interview, discussed in Chapter 5) after studying a series of DRM lists and before a recall test on those lists, they were more likely to falsely recall a nonstudied associate lure word than following control inductions. However, earlier work in my lab led by Kevin Madore demonstrated that this same episodic specificity induction boosts the amount of episodic detail with which people imagine future experiences and remember past experiences. See Madore et al. (2014) for this initial study and Schacter and Madore (2016) for an overview of research showing a beneficial impact of an episodic specificity induction on memory, imagination, problem solving, and creativity.

associative inference, flexible recombination, and memory errors: Carpenter and Schacter (2017). A telling result of these experiments is that the increase in memory errors for correct associative inferences occurred only when contextual details (e.g., brown couch versus white couch) were probed after the associative inference test; there was no difference in memory errors for correct versus incorrect inferences when memory for contextual details was probed before the associative inference test. These results are critical, because the associative inference test engages flexible recombination processes that are needed to link the two scenes, which in turn provides a basis for making the correct inference that the people in those scenes are related. Carpenter and Schacter (2018) showed a similar effect in experiments focused on value details: flexible recombination processes involved in making a correct inference (versus an incorrect inference) about the relationship between a “high-value” item and a “low-value” item increased the subsequent likelihood that participants would misremember which item was high-value and which was low-value. For the basic work on associative inference that provided an impetus for the Carpenter and Schacter studies, see Zeithamova et al. (2010).
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